
The Effect of Entity Recognition
on Answer Validation
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Abstract. The Answer Validation Exercise (AVE) 2006 is aimed at evaluating
systems able to decide whether the responses of a Question Answering (QA) sys-
tem are correct or not. Since most of the questions and answers contain entities,
the use of a textual entailment relation between entities is studied here for the
task of Answer Validation. We present some experiments concluding that the en-
tity entailment relation is a feature that improves a SVM based classifier close to
the best result in AVE 2006.

1 Introduction

The Answer Validation Exercise (AVE) [8] of the Cross Language Evaluation Forum
(CLEF) 2006 is aimed at developing systems able to decide whether the responses of
a Question Answering (QA) system are correct or not using a Textual Entailment ap-
proach [3]. The AVE 2006 test corpus contains hypothesis-text pairs where the hypothe-
ses are built from the questions and answers of the real QA systems, and the texts are
the snippets given by the systems to support their answers. Participant systems in AVE
2006 must return a value YES or NO for each hypothesis-text pair to indicate if the text
entails the hypothesis or not (i.e. the answer is correct according to the text).

The questions and answers of the QA Track at CLEF contain many entities (person
names, locations, numbers, dates...) due to the nature of the questions in this evaluation:
75% of the questions in Spanish were factoids in the previous campaign [10]. For this
reason, we studied the consideration of an entity entailment relation in combination
with a SVM classifier to solve the Answer Validation problem.

Section 2 describes the process of entity detection and entailment decision. Section
3 describes the experimental setting combining the entity based entailment decision
with a baseline SVM system. Section 4 shows the results of the experiments together
with an error analysis. Finally, we give some conclusions and future work in Section 5.

2 Entailment between entities

The first step for considering an entailment relation between entities is to detect them
in a robust way that minimizes the effect of errors in the annotation.



The second step is the definition and implementation of an entailment relation be-
tween entities (numeric expressions, temporal expressions and named entities in our
case).

Next subchapters describe in detail these steps involved in the decision of entity
entailment.

2.1 Entity recognition

We have used the FreeLing1 [2] Name Entity Recognizer (NER) to tag numeric expres-
sions (NUMEX), named entities (NE) and time expressions (TIMEX) of both text and
hypothesis. The first approach was to use the categories given by the tool. However, the
ambiguity of these expressions was not always solved correctly by the tool. Figure 1
shows an example of this problem. The expression 1990 is a year but it is recognized
as a numeric expression in the hypothesis. However, the same expression is recognized
as a temporal expression in the text and, therefore, the expression in the hypothesis
cannot be entailed by it. This kind of errors that are not consistent between texts and
hypotheses, breaks the possible entailment relation between entities.

This fact led us to ignore the entity categorization given by the tool and assume that
text and hypothesis are related and close texts where same expressions must receive
same categories, without the need of disambiguation. Thus, all detected entities received
the same tag.

<t>...Irak invadío Kuwait en<TIMEX >agostode 1990</TIMEX >...</t>
<h>Irak invadío Kuwait en<NUMEX >1990</NUMEX ></h>

Fig. 1.Example of error disambiguating the entity type

2.2 Entailment relations between entities

Once the entities of the hypothesis and the text are detected, the next step is to determine
the entailment relations between the entities in the text and the entities in the hypothesis.

We defined the following entailment relations between entities.

1. A Named EntityE1 entails a Named EntityE2 if the text string ofE1 contains
the text string ofE2. For example,YaserArafat entailsArafat, butArafat does not
entailYaserArafat (see example in Figure 2). Sometimes some characters change
in different expressions of the same entity as, for example, in a proper noun with
different wordings (e.g.Yasser, Yaser, Yasir). To detect the entailment in these situ-
ations, when the previous process fails, we implemented the edit distance of Leven-
shtein [7] following [6]. Thus, if two Named Entities differ in less than 20%, then
we assume that there exists an entailment relation between these entities.

1 http://garraf.epsevg.upc.es/freeling/



2. A Time ExpressionT1 entails a Time ExpressionT2 if the time range ofT1 is
included in the time range ofT2. For example,26 April 1986entailsApril 1986
but not in the other sense. The first approach to implement this is to consider time
expressions as strings and check if one string contains the other in a similar way to
the Named Entities. However, there are several ways to express the same date with
different text strings. The second approach is to consider the normalized form of the
time expressions. However, the normalization depends on the correct detection of
the entity type. Thus the best approach is to give the two chances for the entailment,
the original string and a normalized form. Figure 2 shows a positive example of
entailment between temporal expressions.

3. A numeric expressionN1 entails a numeric expressionN2 if the range associated
to N2 encloses the range ofN1. In [5] we considered the units of the numerical ex-
pressions where the unit ofN1 must entail the unit ofN2. For example,17,000,000
citizenentailsmore than 15 million people. However, sometimes the detection of
units needs some kind of anaphora resolution and we ignored the units for the ex-
periments described here. Figure 2 shows an example of numeric expression where
the normalization is considered allowing the detection of the entailment relation.

<t>...presidida por<ENTITY >YaserArafat</ENTITY >...</t>
<h><ENTITY >Arafat</ENTITY > preside la ...</h>

<t>...durante la fuga de<ENTITY >Chernobyl</ENTITY > el
<ENTITY >26 de abril de 1986</ENTITY >...</t>

<h>La cat́astrofe de<ENTITY >Chernobyl</ENTITY > ocurrió en
<ENTITY >abril de 1986</ENTITY ></h>

<t>Los seis páıses citados forman parte
de los<ENTITY >diez</ENTITY > europeos que ingresaron ya...</t>

<h>...est́a formada por<ENTITY >10</ENTITY > páıses.</h>

Fig. 2.Pairs that justify the process of entailment.

3 Experimental setting

The system developed for the AVE 2006 in Spanish is based on the ones developed for
the First [3] and the Second [1] Recognizing Textual Entailment (RTE) Challenges for
English.

In the system here described, the basic ideas from the ones presented to the RTE
Challenges were kept, but the new system was designed and developed according to the
available resources for the Spanish language, lacking some subsystems implemented in
English such, for example, dependency analysis.

The proposed system is based on lemmatization. The system accepts pairs of text
snippets (text and hypothesis) at the input and gives a boolean value at the output:



YES if the text entails the hypothesis and NO otherwise. This value is obtained by
the application of a learned model by a SVM classifier. System components, are the
following:

– Linguistic processing: The lemmas of every text and hypothesis pairs are obtained
using Freeling.

– Sentence level matching: A plain text matching module calculates the percentage of
words, unigrams (lemmas), bigrams (lemmas) and trigrams (lemmas), respectively,
from the hypothesis entailed by lexical units (words or n-grams) from the text,
considering them as bags of lexical units.

– Entailment Decision: A SVM classifier, from Yet Another Learning Environment
(Yale 3.0) [4], was applied in order to train a model from the development corpus
given by the organization and to apply it to the test corpus.

3.1 SVM with baseline attributes

The SVM model was trained by means of a set of features obtained from the sentence
level matching module for every pair<text, hypothesis>:

1. Percentage of words of the hypothesis present in the text (treated as bags of words).
2. Percentage of unigrams (lemmas) of the hypothesis present in the text (treated as

bags of unigrams).
3. Percentage of bigrams (lemmas) of the hypothesis present in the text (treated as

bags of bigrams).
4. Percentage of trigrams (lemmas) of the hypothesis present in the text (treated as

bags of trigrams).

The first experiment evaluated the results obtained by this baseline system.

3.2 Entailment decision based only on entities entailment

The thesis we follow in the recognition of textual entailment is that all the elements in
the hypothesis must be entailed by elements of the supporting text. In special, all the
entities in the hypothesis must be entailed by entities in the supporting text. Therefore,
the system assumes that if there is an entity in the hypothesis not entailed by one or
more entities in the text, then the answer is not supported and the system must return
the value NO for that pair.

However, in pairs where all the entities in the hypothesis are entailed, there is not
enough evidence to decide if the value of the pair is YES or NO.

In this experiment we decided to evaluate the results obtained when the default value
is always YES except if there exist entities not entailed in the hypothesis (evidence of a
not supported answer).



3.3 Check entities entailment before SVM classification

As we argued above (section 3.2), the information about entities is useful to detect some
pairs without entailment. However, there is no enough evidence to decide the entailment
value in the pairs where all the entities in the hypothesis are entailed. Therefore, a
solution is to apply the SVM setting (section 3.1) only in this case. First, the system
assigns the value NO to the pairs with entities not entailed in the hypothesis and second,
the rest of pairs are classified with the baseline SVM system.

3.4 SVM classification adding the attribute of entity entailment

The last experiment was to use the information of entailment between entities as an
additional attribute in the SVM classifier, in a similar way we already tested in English
with numeric expressions in the system of the RTE2 Challenge [5].

4 Results and error analysis

The proposed system has been tested over the Spanish test set of the AVE 2006. Table
1 shows the precision, recall and F-measure for the different settings compared with a
baseline system that always returns YES and the system that obtained the best results
at AVE 2006 (COGEX) [9].

Table 1.Results of the experiments compared with the best and the baseline systems.

System F-measurePrecision Recall
over YES over YES

Best AVE 2006 System 0.61 0.53 0.71
SVM classification adding 0.60 0.49 0.77
the attribute of entity entailment
Entailment decision based 0.59 0.46 0.83
only on entities entailment
SVM with baseline attributes 0.56 0.47 0.71
Check entities entailment 0.55 0.46 0.71
before SVM classification
100% YES Baseline 0.45 0.29 1

The system based on SVM with the basic attributes obtained an F of 0.56 which
is not bad compared with the baseline (F of 0.45). However, this result is worse than
considering only the entailment relation between entities (F of 0.59). This is due to
the higher recall obtained (0.83) after giving a YES value to the pairs that passed the
entity entailment test. As it was mentioned before, the answer validation decision based
only on the entailment between entities has a good performance for detecting the wrong
answers (achieving an 89% of precision in the detection of pairs without entailment),



but it does not provide enough evidence for most of the pairs. For this reason we used the
system based on SVM with the basic attributes to decide on the rest of pairs. However,
this setting obtained worse results (F of 0.55). The appropriate configuration was to
include the entailment relation between entities as an additional attribute inside the
SVM, obtaining an F of 0.60, close to the 0.61 obtained by COGEX.

Most of the errors in the entailment relation between entities were due to a wrong
detection of the entities. In many cases the QA systems changed the original text, ig-
noring the writing of the named entities and returning all the words of the supporting
snippets in lower case. In these cases, the NER tool cannot recognize any named entity
in the text and the entities in the hypothesis are not entailed.

In some other cases the answers are given in capital letters and the NER tool recog-
nize all words as named entities despite of they are not usually named entities. Therefore
there are some false entities in the hypothesis that cannot be entailed by the text.

To solve these problems we need more robust NER tools and, at same time, the
QA systems must take into account that their output can be taken as input by answer
validation systems. QA systems should return their responses as they appear in the
original texts.

5 Conclusions and future work

We have defined an entailment relation between entities and we have tested its use in
an Answer Validation system. The addition of this relation as an additional attribute in
a SVM setting improves the results of the system close to the best results in the AVE
2006.

Compared with the best in AVE 2006, our system gets higher recall and lower pre-
cision suggesting that we still have room to work on more restrictive filters to detect
pairs without entailment.

Future work is oriented to the development of more robust NER tools and richer
implementations of the entailment relations between entities.
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