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ABSTRACT 
Participation in evaluation campaigns for interactive information 
retrieval systems has received variable success over the years. In 
this paper we discuss the large-scale interactive evaluation of 
multilingual information access systems, as part of the Cross-
Language Evaluation Forum evaluation campaign. In particular, 
we describe the evaluation planned for 2008 which is based on 
interaction with content from Flickr, the popular online photo-
sharing service. The proposed evaluation seeks to reduce entry 
costs, stimulate user evaluation and encourage greater 
participation in the interactive track of CLEF. 

1.    EVALUATION OF IR SYSTEMS 
Evaluating the performance of Information Retrieval (IR) 
systems is an important part of the system development process 
from an engineering point of view, and a crucial part of the 
research process. It enables development of useful and effective 
technology, together with generalisable and sustainable 
knowledge for future development cycles. A systematic, 
transparent, and intuitively valid evaluation process has been a 
defining and unifying feature of the information access research 
field during the past decades ([14][15][16][6][3]), and has been 
instrumental in ensuring simultaneous commercial success and 
academic stringency.  We should stay true to this tradition.  

1.1.  Traditional Evaluation Methodologies  
The evaluation of retrieval systems tends to focus on either the 
system or the user. Saracevic [14] distinguishes six levels of 
evaluation for information systems that include information 
retrieval systems: (1) at the engineering level, (2) at the input 
level, (3) at the processing level, (4) at the output level, (5) at the 
use and user level and (6) at the social level. For many years 
information access evaluation has tended to focus on the first 
three levels, predominately through the use of standardized 
benchmarks (or reference collections) in a laboratory-style 
setting (also known as batch-mode evaluation). The Cranfield 
experiments [5] were some of the first to develop and 
demonstrate the use of lab-based evaluation. However, 
information access systems are most commonly used 
interactively, within a task and social context, and this drives the 
need for user-centered evaluation to address performance at the 
latter three levels (output, use and user, and social). User-
centered evaluation is important because it assesses the overall 
success of a retrieval system (as determined by end users of the 
systems) which takes into account other factors other than 
system performance, e.g. task context, cognitive influence, and 
the design of the user interface (see, e.g. [8]).  

To enable reproducibility and comparison, standardized 
resources for evaluating document retrieval systems have been 
designed and used (a.k.a. test collections) for at least 30 years 
(first proposed in the Cranfield I and II projects [4]). 
Standardized resources have been used in major information 
access evaluation campaigns around the world such as TREC1, 
CLEF2 and NTCIR3. Researchers have recognized the value of 
testing retrieval systems within the large-scale setting through 
organized and managed campaigns, undoubtedly acting as a 
major influence in the design of information access systems over 
the past ten years or so. Not only have these events provided a 
testbed for evaluation, but also an interactive forum in which to 
exchange ideas and discuss techniques for successful system and 
algorithm design.  

Although primarily a testbed for system-orientated evaluation, 
these campaigns (in particular TREC and CLEF) have also 
included user-oriented (or interactive) evaluation. However, 
evaluating interactive information access systems 
experimentally is challenging [2][7]. The high effort, cost, and 
overhead involved in recruiting test subjects, designing test 
systems, and formulating experimental scenarios risks both 
delivering unrealistic laboratory-based task formulations, and 
finding general results drowned in inter-user variation. The low 
reproducibility of experiments, failure to effectively generalize 
results, and the difficulty of comparison between different 
systems has limited the success of such initiatives (see, e.g. 
[7][12]). 

1.2. The Challenge for Interactive Evaluation  
However successful evaluation schemes have been in the past, 
new media pose challenges to content analysis and to 
established target notions of “relevance”; new modes of 
communication and contexts pose challenges to use cases and 
tasks underlying traditional ad-hoc evaluation schemes; 
multilingual materials, audience, and usage situations pose 
challenges to systems and processing resources. In addition, new 
interactive services are taken up by user communities, not by 
virtue of their engineering qualities or their ergonomics but by 
consumer evaluation based on social factors, marketing 
effectiveness, or even legal requirements: offering a well-built 
interface and providing solid content is no guarantee to 
commercial success. Evaluating interactive retrieval must make 
itself relevant to service providers by evaluating those aspects of 
                                                                 
1 http://trec.nist.gov/ [accessed 11/03/08] 
2 http://www.clef-campaign.org/ [accessed 11/03/08] 
3 http://research.nii.ac.jp/ntcir/ [accessed 11/03/08] 



       
 
 

interaction that are most crucial for the task a system is designed 
for: if the system has no underlying task model it must acquire 
one to be valuable. Traditional ad-hoc evaluation schemes have 
had an implicit use case and task model which does not 
necessarily carry over to new situations. 

The next generation of evaluation methodologies must take 
into account not only changes in the underlying content, but the 
varying user base and societal and contextual factors 
surrounding the usage under study. How might we find a task 
that allows us to evaluate interactive retrieval, using multi-
medial and multilingual data, possibly not in a standard 
collection, affording the potential to model new settings, new 
contexts, new tasks with large enough numbers of users to 
transcend inter-user noise, with a minimal amount of 
administrative overhead, and yet provide generalisable, 
intellectually appealing, and potentially interesting and useful 
results? 

2. EVALUATING MULTILINGUAL IR  
Multilingual information retrieval (MLIR) describes the 
situation in which a user searches for information in a language 
different from the query (see, e.g. [9]). Multilingual information 
retreival can be thought of as a combination of machine 
translation and traditional monolingual information retrieval. 
Most research has focused on locating and exploiting translation 
resources with which the user’s search requests or target 
documents (or both) are translated into the same language. 
Campaigns such as the Cross Language Evaluation Forum 
(CLEF) [13)] and the Text REtrieval Conference (TREC) 
[2][17] multilingual track have helped encourage and promote 
international research, as well as create standardised resources 
for evaluating multi-lingual information access approaches. 

2.1. Interactive CLEF (iCLEF) 
The CLEF interactive track (iCLEF4) has been devoted, since 
2001, to the study of Cross-Language Information Retrieval 
from a user-centered perspective. The aim has always been to 
investigate real-life cross-language searching problems in a 
realistic scenario, and to obtain indications on how best to aid 
users in solving them (see, e.g. [11]). Multilingual information 
retrieval is particularly interesting from an interactive point of 
view, because the need for search assistance is substantially 
higher than in monolingual information retrieval: normally, the 
user can quickly adapt to the system’s modus operandi, but not 
to an unknown target language.  

iCLEF experiments have investigated the problems of 
foreign-language text retrieval, question answering and image 
retrieval, including aspects such as query formulation, 
translation and refinement, document selection and document 
examination. The focus has always been on improving the 
outcome of the process in terms of a classic notion of relevance 
(documents meeting an information need that prompted a 
query), and the target collection (except for image search 
experiments) has always consisted of news texts in languages 
foreign to the user. Finally, the task has always involved the 
comparison of a reference system with a contrastive system, 
combining users, topics and systems with a Latin-Square design 
to detect system effects and filter out other effects (as used 
within the Interactive TREC track [7]).  
                                                                 
4 http://nlp.uned.es/iCLEF/ [accessed 11/03/08] 

Table 1: iCLEF task goals and participation (2001-2006). 

 Year Task Goal Groups 
2001 Ad-hoc Document selection 3 

2002 
Ad-hoc 

Document selection, query 
formulation & 
reformulation 

5 

2003 Ad-hoc  Full Cross-Language 
search 5 

2004 QA Full Cross-Language QA 5 

2005 
Image 
search/QA 

Full Cross-Language QA / 
known-item image search 

5 (2 image; 3 
QA) 

2006 
Image 
search open 3 

 
Table 1 shows the progression of iCLEF since 2001. Overall, 

participation has always been low, with a high of 5 participating 
groups; a low of 3 groups. Although iCLEF in only a few years 
of activity has established the largest collected body of 
knowledge on the topic of interactive cross-language 
information retrieval, the experimental setup has proven limited 
in certain respects: 

• The search task itself is unrealistic: news collections are 
comparable across languages, and most of the pertinent 
information tends to be available in the user's native 
language. Therefore, why would a user search for this 
information in an unknown language? 

• The target notion of “relevance” does not cover all aspects 
that make an interactive search session successful (e.g. 
other factors could include satisfaction of results, usability 
of the interface itself, and the system’s response time).  

• The Latin-Square design imposes heavy constraints on the 
experiments, making them costly and with a limited 
validity (the number of users is necessarily limited, and 
statistically significant differences are hard to obtain). 

 

2.2. Moving to Flickr 
In order to overcome these limitations, the iCLEF track moved 
to a new pilot framework in 2006 [4] [10]: we decided to use the 
publicly available (and immensely popular) photo-sharing 
service Flickr5 as the target collection. This is an inherently 
multi-lingual database through its lively tagging and 
commenting features, and it has the potential to offer a range of 
challenging and realistic multilingual search tasks for interactive 
experimentation. Although the database is in constant evolution 
– something which compromises reproducibility – the Flickr 
search API allows specifying timeframes (e.g. search images 
uploaded in the period 2004-2007), which permits defining a 
more stable dataset for experiments. 

2.3. The Experience of iCLEF2006 
Besides moving to Flickr as the target database, in 2006 we took 
the following additional decisions: 
1. To lower the threshold of entry to the evaluation campaign, 

we offered a standard multi-lingual interface which various 

                                                                 
5 http://www.flickr.com [accessed 11/03/08] 



       
 
 

research sites can use to explore whatever features of 
interaction they are most interested in. The interface 
provides a (baseline) term translation service and a fine-
grained log of user actions. 

2. We designed three different search tasks: known-item 
search (find this image), topical search (find as many 
pictures as possible around this topic), and text illustration 
(find good images to illustrate this text). The illustration 
task naturally provides a search scenario where evaluation 
has to go beyond the traditional notion of topical relevance. 

3. We did not impose any evaluation methodology on the 
participants. Being a novel evaluation scenario, we wanted 
to involve iCLEF participants in the exploration of novel 
evaluation methodologies as a key part of the campaign. 
This made the 2006 a collaborative exercise on how to 
study interactive issues in cross-lingual multi-medial 
information access. 

 
Whilst we found enthusiastic support from the potential 
participants (fourteen groups signed up for the task), only three 
sites actually participated in the final evaluation (the three 
organizing groups themselves). We found that while the 
freedom of the task appeared to be attractive at first sight, the 
entry threshold was still too high: building an interface and 
designing an experiment proved too costly and the open design 
provided too little support for newcomers. In addition, we found 
that the submission schedule used in other CLEF tracks 
collapses with iCLEF due to the inherent time-consuming nature 
of implementing a user interface and running interactive 
experiments.  

As in previous iCLEF editions, there was valuable knowledge 
acquired, but little participation from the research community. It 
can be concluded that, similar to Interactive TREC, the 
interactive CLEF task has not been as successful as the lab-
based system-orientated tasks. Possible reasons for this include: 

• Considering users is just not seen as important in 
information retrieval evaluation (compared to system-
oriented evaluation). 

• The large-scale setting of an evaluation campaign is simply 
ill-suited to interactive evaluation. 

• Performing user experiments is time-consuming and 
difficult and little gain is seen for it (e.g. lack of generality 
and difficulty in comparing results). 

• Developing efficient algorithms for information access is 
considered more important than user-orientated issues. 

• System-orientated is well-understood; user-orientated 
evaluation is less clear and requires a deeper understanding 
(e.g. in the experimental design). 

 

2.4. Remedies for iCLEF2008 
One of the main limitations of iCLEF 2006 was that, although 
we moved into a realistic multilingual search setting, the 
experiment designed still did not facilitate having large-scale 
user logs. All three experiments employed less than 30 users that 
had to be recruited, trained, monitored and controlled. In 2008 
we decided to concentrate on collecting user logs at a larger 
scale, and let participants concentrate on mining such logs to 

gain more knowledge about how users behave when they need 
to search in unfamiliar languages. 

To be able to harvest a substantially larger set of search 
sessions, we decided to implement a single, basic multilingual 
search interface for Flickr, and make it available in the web for 
anyone. To attract – and specially to keep - potential users, we 
have made the search task a game. The basic task is simple: 
finding a given image (the user is shown a picture) in Flickr. 
Finding more images improves the user ranking in a “Hall of 
Fame”. Note that this is a fully multilingual task: the image to be 
found can be annotated in any (or several) of the target 
languages, and the user does not know a priori which is the case. 

This was modeled on the success of the ESP game for 
labeling images [1] and thought to increase interest in the task 
for both participating groups and their subjects. The entry costs 
of iCLEF2006 were clearly still too high, therefore for 2008 we 
provide groups with an experimental design, but still allow open 
extension for groups to adapt the design for their own 
investigations. As the evaluation has moved to Flickr/Web users, 
participants now have something in common with the subjects 
they recruit, therefore are more likely to be a captive set of 
subjects. Finally, to allow for the timing differences of running 
an interactive evaluation task, we have adjusted the deadlines of 
the standard iCLEF calendar, giving participants more time to 
run and analyse their experiments. 

3. THE iCLEF2008 TRACK 
We now describe the iCLEF track for 2008 in terms of what the 
organizers provide to participating groups, and what the groups 
must do.  

3.1. Data and Resources  
The organizers of iCLEF are providing the following to 
participants in 2008: 

3.1.1. Task definition 
The task for 2008 is known-item image retrieval based on 
photos from Flickr: the user is given an image, and the goal for 
them is to find the image again from Flickr. The advantage of 
this kind of search task is that it has clear goals for the user, it 
has a clearly defined measure of success (the image is either 
found or not) and whilst searching for the required image, users 
will invoke different (and potentially interesting) search 
patterns. The user does not know in advance in which languages 
the image is annotated; therefore searching in multiple 
languages is essential to successfully find the images. The task 
is organised as a game: the more images found, the higher users 
(and user groups) will be ranked. Section 3.3 describes in more 
detail the selection of topics and example images.  

3.1.2. Default MLIR front-end to Flickr 
We have designed and implemented a multilingual information 
retrieval interface to Flickr with the following functionalities 
(shown in Figure 1.): 

• Multilingual search: query in one language, get search 
results in up to six languages (English, Spanish, French, 
Italian, Dutch and German). 

• Term-to-term translations between six languages (English, 
Spanish, German, French, Dutch and Italian) using freely 
available dictionaries (taken from 
http://xdxf.revdanica.com/down/). 



       
 
 

• Selection of “best” target translations according to (i) 
presence in the Flickr related terms for the query, which 
often include target-language terms because they co-occur 
with the query terms in images annotated in multiple 
languages, something which is not unusual in the Flickr 
database; and (ii) string similarity between the source and 
target words. This was included because the free 
dictionaries used did not have information about the most 
frequent sense/translation. 

• Enables user to pick/remove translations, and add their own 
translations (which go into a “personal dictionary”). We did 
not provide back-translations to support this process, in 
order to study correlations between target language abilities 
(active, passive, none) and selection of translations. 

• Provision of search suggestions (Flickr related terms plus 
tags from displayed images). 

• Control over the game-like features of the task: flow of 
images, users ranking, etc. 

 
Note that we did not intend to provide the best possible cross-
language assistance to search the Flickr collection. Our intention 
was to provide a rather standard, baseline interface where we 
can get information from users’ behavior which is not too much 
dependent on a particular interface idiosyncrasy. 
 

 
Figure 1: The iCLEF2008 interface. 
 

3.1.3. Experiment customization 
In addition to harvesting search logs, we also offer this interface 
for groups interested in performing their own experiments with 
selected types of users, and we provide support for 
customization of the interface. 

3.1.4. Generation of search logs 
Search logs will be generated from the interface. We will focus 
on two user groups: (i) CLEF participants, which will be asked 
to play the Flickr game (the best team will receive an award at 
CLEF 2008), and (ii) Flickr/Web users at large. The game will 
be publicized in order to get a substantial amount of usage 
information.  

The idea of using CLEF researchers as a user group is not 
simply a matter of convenience: we believe that few cross-

lingual information retrieval researchers have actually 
experienced cross-language search tasks as users, and the 
exercise we propose might broaden their vision of cross-lingual 
information retrieval research. 

3.2. Participating in the Track 
Participants in iCLEF2008 can essentially do two tasks: analyse 
log files based on all participating users (which is the default 
option) and perform their own interactive experiments with the 
interface provided by the organization. CLEF individuals will 
register in the interface as part of a team, so that a ranking of 
teams can be produced in addition to a ranking of individual 
users.  

3.2.1 Generation of search logs 
Participants can mine data from the search session logs, for 
example looking for differences in search behaviour according 
to language skills, or correlations between search success and 
search strategies. 

3.2.2 Interactive experiments 
Participants can recruit their own users and conduct their own 
experiments with the interface. For instance, they could recruit a 
set of users with passive language abilities and another with 
active abilities in certain languages and, besides studying the 
search logs, they could perform observational studies on how 
they search, conduct interviews, etc. 

3.3. Topic Selection 
In total, 180 example images will be available within the system 
for users to find (30 images in each language set: German, 
Spanish, English, French, Italian and Dutch). Classification of 
the language of an image is based on the “main” language of an 
image’s text and tagset.  Rather than select images randomly 
from Flickr, we wanted to maintain some element of 
experimental control and topic variation. The following points 
were considered during selection of the images: 

• There should be sufficient text/tags accompanying an 
image to facilitate the task (i.e. we required “rich” text 
where possible).  

• Ideally we wanted diverse topics in the test set and required 
roughly equivalent subject/topics in the different language 
groups, so the aim was to get at least one instance of a 
subject/topic group, for each of the language sets. 

• When collecting images in different languages but with the 
same subject/topic, we aimed to find images with a similar 
visual perspective.  

• The known item task must not be too hard: queries for 
finding images were manually recorded and an independent 
search carried out to check the images are not too hard to 
find. 

 
Figure 2 shows example images from the current set of topics. 
As can be seen, these vary in aspects such as subject (topical 
content of an image), visual content, orientation, activity 
depicted in the image, and visual perspective (e.g. close-up, long 
distance). 



       
 
 

  

  

 
 

 
Figure 2: Example topics for known-item search. 
 

4.   CONCLUSIONS 
The iCLEF task has so far provided a substantial body of 
knowledge around the interactive aspects of Cross-Language 
Retrieval, but it has failed to engage the cross-lingual 
information retrieval research community, and it has always 
been restricted to experiments with a limited set of users, where 
statistically significant insights are hard to find. In the design of 
iCLEF 2008 we have made a significant change in our 
experiment design, focusing on acquiring a large set of search 
session logs and offering the data to iCLEF participants, so that 
the task focus is on mining search logs rather than designing 
interactive experiments. At the same time, we have decided to 
engage the CLEF research community as a user group for the 
experiment, hoping that this fully multilingual search exercise 
will broaden the scope of midstream cross-lingual information 
retrieval research into the essential – but hard to study 
systematically – interactive aspects of multilingual retrieval. 
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