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PREFACE

The present and future information needs of the society rely on the ability of

computers to understand and manage knowledge. The lack of this mechanism

explains the problems of knowledge driven systems to effectively perform tasks

as question answering and machine reading.

One of the biggest bottlenecks is the automatic knowledge acquisition prob-

lem. In the actual stage of development, it seems obvious that only semi-

supervised or unsupervised techniques can scale to deal with large corpora of

natural language like the Web. The trend has evolved from populating a prede-

fined ontology to expressing knowledge through either unconstrained relations

or propositions.

The arrival of new deep language processing technologies let us think that

we can annotate large collections of text with accurate predicates that can be

used to extracting knowledge from text without tying it to any predefined logical

schema.

On the other hand, it is not clear which tasks can harness this knowledge

and how it can be done.

This master’s thesis proposes a new method of knowledge capture and tex-

tual inference based on three cornerstones: (1) First, we develop a procedure

to turn plain text into a graph based representation taking advantage of existing

tools. (2) Second, we develop a proposition extraction system. (3) Lastly, we

study an unsupervised method for correction of appositive dependencies, as an

example of the textual inferences that the generated proposition store enables.

xiii
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In addition, we generate two useful resources for future tasks of natural lan-

guage processing: A corpus of 7 million documents represented as semanti-

cally enriched graphs and a proposition store of semantic classes with 8 million

instances of entity-class relations.
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CHAPTER 1
INTRODUCTION

Humans rely on their knowledge to understand language, but also they are

able to acquire knowledge from the language. However, despite of the years

that have passed from the initial days of artificial intelligence, even now it is not

clear how we can provide this behavior to computers.

1.1 Text, Knowledge and Inference

In the current stage of development there is a renewed interest on natural lan-

guage understanding. There are three main reasons: there are plenty of data

available, tools and methods of natural language processing are more refined

and mature, and crucially, the computational power is bigger and cheaper.

The range of tasks that can potentially benefit from a machine able to ac-

quire knowledge from language is very wide; especially those that need some

kind of inference, in particular, to interpret language. For instance, question

answering or text summarization.

Compile large databases of knowledge is a hard task: Knowledge is chang-

ing continuously, and it is expensive and time-consuming to get experts to an-

notate every little piece of data. Some domains are just too wide to completely

write down all the available information. Moreover, to define a structure to store

1
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and use knowledge is not trivial, and this produces formalisms far from nat-

ural language. Thus, there is a gap too wide between natural language and

knowledge representations formalisms, being difficult to automatically learn the

mapping from one to the other.

Related to this, there is a long tradition of research on automated knowledge

acquisition. These techniques can take advantage of the bulk of documents

available nowadays, either with structured or unstructured text.

There are two main perspectives. On the one hand, it is possible to start

from a predefined logical model and then populate it with data found in texts

through supervised or semi-supervised methods. This approach is known as

information extraction, and it is a very popular research field since the 80’s.

Although this approach is very useful for a wide range of tasks, it is limited

because the discovered data are tied to the predefined model and thus they

are domain-dependent. To solve this issue, it has been proposed the Open

Information Extraction paradigm.

This technique is able to acquire knowledge free of any model. However it

has some important drawbacks: Often the knowledge extracted is incomplete

and noisy. Therefore it is necessary to filter and validate the obtained data,

complete missing data and deal with uncertainty in some degree. Furthermore,

there are very few works trying to explore what kind of inferences can be done

with such resources.

This work aims at exploring the process of knowledge acquisition in the

paradigm of the Open Information Extraction and its use for textual inference. It

is structured in three major points:

1. Document representation: Our first step to gather knowledge is to rep-

resent documents in a machine friendly format that expresses the infor-

mation contained on plain text. In particular we explore a graph-based

representation obtained after deep language processing.

2. Knowledge acquisition: The second step is to extract knowledge from

the document representation. In our case, knowledge is expressed using

natural language through propositions, which are predicate structures that

express open relations.

3. Textual inference: There are many open research questions about the use

of this kind of knowledge and the inferences that can be performed with
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it. We explore here this issue, in particular, if knowledge about semantic

classes is useful to improve dependency parsing. Specifically, we use this

knowledge for the correction of appositive dependencies.

1.2 General Hypothesis

There are many approaches to acquire and use common sense knowledge.

Our starting point is grounded by the next hypotheses:

The first hypothesis is that common sense knowledge can be obtained after

processing large collections of text. We use a knowledge base close to natural

language as we aim to extract open relations. Propositions based on predicate

structures can serve as basis for some textual inferences such as: recovery of

implicit predicates, logical metonymy, implicit semantic role labeling, etc.

The second hypothesis is related to the representation needed to obtain the

knowledge. We expect to gather more knowledge by capturing long distance

relations present on the text. A graph-based representation can be suitable for

this task. Moreover, this kind of representation allows to include extra infor-

mation. Enriched graphs with semantic information can help to acquire better

propositional knowledge and at the same time reduce the sparsity.

Lastly, we expect that propositional knowledge can be used to perform

textual inference for tasks related to language interpretation. Parsing is a

knowledge-dependent task that can use textual inferences.

1.3 Research Questions

In the process of defining and creating the knowledge acquisition and textual

inference system we formulate the next research questions.

• What problems arise from developing an automatically acquired proposi-

tional knowledge base?

• Is it feasible to build the knowledge base from documents represented as

graphs? What does this kind of representations provide?

• How can we perform textual inference using the propositions?
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We have decided to create a compact representation at document level that

aggregates morphosyntactic and semantic information. Regarding this repre-

sentation:

• What are the main problems in the design of the representation?

• Which are the benefits and the drawbacks?

• In the context of automatic relation extraction, is it useful?

Our last objective is to use the extracted knowledge to perform textual infer-

ence, specifically to improve parsing in appositive dependencies. We tackle the

problem of grammatical ambiguity when there are several candidates to govern

an apposition with a named entity as a dependent. We assume that the com-

mon noun with higher semantic compatibility with the named entity is the best

choice to govern the apposition. In this context, we formulate the next research

questions:

• How do parsers behave when they have to process appositions and what

kind of errors do they commit?

• Is it possible to overcome these errors considering semantic information

captured previously from text collections? What evidence can it provide

to characterize the named entity?

• What is the most effective way to measure the semantic compatibility be-

tween the candidates and the named entity?

• What configuration of evidences and measures achieves the best results?

1.4 Objectives

In order to answer our research questions, we aim to complete the next objec-

tives:

1. Obtain a large collection of documents represented as graphs. The rep-

resentation has to fulfill the next requisites:

• Different mentions of the same named entity have to be clustered

together.
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• Syntactic relations have to be simplified to normalize the predicates

in the text.

• Implicit semantic information of the text has to be aggregated to the

representation.

2. Use the collection to compile a large knowledge base. Knowledge has to

be structured in propositions.

3. Evaluate the contribution of the graph-based representation in the

KBP2011 Temporal Slot Filling Task.

4. Use the knowledge base to perform textual inference. We use it for the

correction of appositive dependencies.

1.5 Contributions

As a result of this work we obtain several useful resources:

1. On the one hand we define and implement a procedure to turn plain text

into a graph-based representation using free distributions tools. We de-

velop two different representations, initial and enriched (Section 3.3).

2. The next contribution is the methodology and the implementation of a

proposition extraction system.

3. We also study the cases of the ambiguous appositive relations accord-

ing to the semantic compatibility of the candidates to governor and the

dependent part.

4. We design and implement an unsupervised method for the correction

of appositive dependencies. This method finds grammatical ambiguous

cases where there are two or more candidates to be the governor of

an apposition. Then, it decides which candidate is better according to

the semantic compatibility with the dependent part. We compare several

sources of evidence, different semantic compatibility measures and its

combinations, concluding which is the best approach.
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5. We produce three collections of documents represented as graphs. The

first collection is the corpora of the KBP 2011 Temporal Slot Filling Task.

It contains about 1.7 million documents. The second one is the Gigaword

Corpus. We have processed about 5 million documents of this collection.

The third one is the Webtext Corpus of the KBP 2012 Slot Filling Task. It

contains 1 million documents. In total, we represent 7.7 million documents

as graphs. We produce three different outputs for these graphs, DOT,

JSON and Java serialized objects (Section 3.5.2).

6. The last contribution is a knowledge base of semantic classes that con-

tains near 8 million instances of entity-class relations.

In the context of this work, we publish several articles (See Section 8).

1.6 Outline

Chapter 2 shows the relevant work done in related areas of natural language

processing, including deep processing of text, information extraction, knowl-

edge capture and relational knowledge.

Chapters 3 and 4 describe the method and implementation of the tools to

acquire the knowledge. In Chapter 3 we define a graphical representation at

document level, which is used as a base for the knowledge capture in futures

stages. In Chapter 4 we show a method to automatically acquire semantic class

knowledge.

Chapters 5 and 6 evaluate the resources created by applying them to natural

language processing tasks that involve language understanding. In Chapter 5

we extrinsically evaluate the utility of the graphical representation through a

participation in the KBP Temporal Slot Filling Task. In Chapter 6 we study the

relation between semantic classes and apposition dependencies, and provide

a method to improve decision making of parsers in cases with grammatical

ambiguity.

Finally in Chapter 7 we provide some conclusions and state our future di-

rections for research.



CHAPTER 2
BACKGROUND AND RELATED WORK

There is a renewed interest in knowledge driven systems, with many attempts to

advance the state of the art in natural language understanding and reasoning.

Knowledge Bases (KB) are a kind of databases that are used for store and

manage knowledge, where manage means the capacity to organize and serve

that knowledge. They contain information that describes a domain, employing

for it a representation vocabulary, which is known as representation language.

Some sources of knowledge are oriented to direct exploitation by people

(e.g. Wikipedia). They provide an efficient access to the users that search

for texts, usually formative, as manuals, articles or encyclopedias. These re-

sources are written in natural language, and therefore intelligent systems can-

not use them easily. Although they are really useful, even for knowledge acqui-

sition, they fall outside the scope of the current work.

We focus instead on computer-oriented databases. They contain informa-

tion organized for other systems, named knowledge based systems (KBS) that

use artificial intelligence techniques to solve complex problems.

Unfortunately, these systems depend on big amounts of data. There are two

main reasons: In the first place, extensive knowledge over the domain is often

crucial for understanding and disambiguation. Second, knowledge should be

able to express the concepts of the domain discourse.

Another crucial part in a KBS is the inference capability, which is the ability

7
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to create new knowledge from data. It heavily depends on the language used

to represent knowledge.

How to gather and represent data has been a research topic for many years.

One problem comes with the scale: high quality data leads to small databases,

whereas big databases are often noisy. The other comes with the representa-

tion: higher structured languages have less representative power, but provide

easier inferences, whereas open languages are able to express more knowl-

edge but they are more difficult to use for inference.

There are three main methods to build such databases: pay professionals,

ask volunteers or acquire it automatically. Generally speaking, these methods

go from high quality and low size to low quality and high size.

The two first methods cannot scale to web size. As a result, the only feasible

method to build a large knowledge base is to acquire it from text.

The information contained can be divided in two types:

• Factual knowledge provides knowledge about the objective realities in the

interest domain (objects, relations, events, states, causal relations, etc.)

mainly because it is particularly useful for plenty of problems, but also

because it is easy to acquire.

• Solving-problems knowledge provides knowledge about how to get differ-

ent objectives. For example, methods to solve problems across different

domains.

This chapter is structured as follows: First of all, we describe why it is im-

portant to close the gap between language and knowledge bases, and then

we show the general picture of the knowledge acquisition problem. Then, we

describe a set of techniques for extracting an expressive representation from

text, known as deep processing of text. Next section resumes the research

on the field of relational knowledge. We understand relational knowledge as

data structured in relations. A close research field is propositional knowledge,

which we explain right after. Propositional knowledge differs from relational

knowledge in that propositions do not have to express necessarily a predefined

relation, but any fact in the world defined by a predicate and its arguments.

Then we address some of the most interesting applications of this kind of tex-

tual knowledge bases. Finally we explain some methods to evaluate knowledge

bases.
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2.1 Gap between Language and Knowledge Bases

The first problem that arises when building a knowledge database is data rep-

resentation. [Hobbs, 1985] argues that a representation language has to be

defined according two criteria:

1. The notation should be as close to natural language as possible. This cri-

terion refers to the ability of a language of encoding every fact. Therefore,

according only with this criterion, the ideal choice would be the natural

language itself.

2. The notation should be syntactically simple. These criterion aims to ob-

tain a representation that simplifies the manipulation of the facts extracted.

Unfortunately, it invalidates natural language as a choice, and favors rep-

resentations as ontologies.

Natural language understanding systems need to chain complex sequences

of inferences to achieve its goals. These systems need to have reasoning

strategies to choose between different paths of reasoning.

Highly structured bases, like ontologies, are easy to understand, and it is

also easy to build a inference engine on top of them. However, they need to be

defined by hand, and every piece of information that does not fit in the general

schema will be lost.

When dealing with web-size knowledge extraction, it is hard to find a enough

detailed schema to represent every data that can potentially be gathered. More-

over, different domains could need different schemas.

On the other hand, natural language allows us to express all the knowledge,

as it is flexible enough to be used in every domain. However, automatic systems

struggle to handle it to perform inference.

As a result, in order to perform textual inference it is necessary to find a com-

promise solution that balances the trade-offs between natural language and

structured ontologies.

2.2 General Picture

There are a set of techniques that may be considered part of the automatic

knowledge base generation, such as information extraction, relation extraction,
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entity linking, open information extraction, semantic parsing, etc.

All of them provide a method to turn text into some sort of structured rep-

resentation. However, there are many important concept differences between

them:

• The representations can be classified according to the presence or ab-

sence of a predefined schema where the information obtained is bounded.

• The extracted information can be structured in languages with a variable

degree of flexibility, from ontologies to what is called now Linked Data.

Figure 2.1 shows a general picture of these different kinds of knowledge

databases and the acquisition techniques used to populate them. There are

two main ways to structure text in the first place:

• Through information extraction and relation extraction, which leads to

knowledge bases with a predefined schema.

In this context, the flexibility of the knowledge representation

ranges from structured specific domain ontologies to general purpose

linked data bases such as Freebase [Bollacker et al., 2008], DBpedia

[Auer et al., 2007] or Yago [Suchanek et al., 2007], which are closer to

natural language.

• Through semantic representation of text, including deep processing, that

produces knowledge without a predefined schema.

In this case knowledge representation is always flexible, because it has to

provide a mechanism to express unknown relations. Even so, we can see

two approaches: (1) Knowledge expressed by binary relations, although

there is not a particular set of relation labels. This is usually called Open

Information Extraction. (2) Knowledge expressed by predicates, with a

free number of arguments (usually from one to three).

2.3 Deep Processing of Text

This section explains some of the techniques commonly used to enrich text. We

understand deep processing as the task of transform a plain text to a represen-

tation which includes structured syntactic and semantic features in a machine
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Figure 2.1. General picture of the knowledge bases and its pop-

ulation techniques.

readable format that allow further inference. It can be seen as finding a compu-

tational representation closer to a logical representation.

There are two general ways to process text: shallow processing and deep

processing.

Shallow processing is commonly referred as a bag-of-words approach,

where different statistical processes are used to characterize text. It is fast

and cheap, but usually can only get the surface semantics of sentences.

In contrast with shallow processing, deep linguistic processing provides a

rich, expressive, and structured representation which capture long-distance de-

pendencies [Baldwin et al., 2007].

The major drawback of deep linguistic processing is the amount of compu-

tational effort that it takes. As a result, many processes cannot be applied to

large text corpora. However, some of the processing techniques, such as the

ones used in this work, are affordable with the actual resources.

In the next sections, we are going to describe the techniques used in the

context of this work. They are part of speech tagging, lemmatization, parsing,

named entity recognition, event recognition, coreference resolution, semantic

role labeling, extraction of temporal expressions and temporal linking.
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2.3.1 Part of Speech Tagging

Part of speech tagging, or POS tagging, is one of the most common and studied

process to enrich a text. POS taggers assign to each word in a sentence the

contextually appropriate grammatical descriptor [Voutilainen, 2003].

In many cases, POS taggers also provide inflectional and lexico-semantic

information, such as the distinction between common and proper nouns, or verb

tenses.

The main problem is that, in most languages, each word can play different

roles depending on the semantics of the sentence. Moreover, this task is very

language-dependent, so generally a different POS tagger has to be used for

each language.

There are two common approaches to develop POS taggers, one is rule-

based, where some hand-defined or automatically acquired rules are used to

tag the words, and the other is stochastic, where statistical techniques are

used. The latter outperforms the former, as it is reported 97% or more ac-

curacy [Toutanova et al., 2003, Shen et al., 2007, Hajič et al., 2009]. However,

this problem is not solved yet, as some authors claim that the sentence accu-

racy is only 56% [Manning, 2011].

2.3.2 Lemmatization

A lemmatizer extracts the lemma for a word. This is the canonical form of a

word, which is the particular form that, chosen by convention, represents the

lexeme. It is useful because it allows grouping all the different inflected forms

of a word under the same representation.

In some occasions, it is important to disambiguate the word according to the

context, and in this case the task is not trivial because it requires understanding

the context that surrounds the word.

2.3.3 Parsing

Parsing is the process of analyzing a sentence to annotate the components

with some relevant information.

There are different kinds of parsers. Here, we distinguish between two:

constituent parsing and dependency parsing.
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Constituent Parsing

A constituency parser splits sentences into constituents, which are usually the

types of phrases. Relations between constituents are unlabeled.

Most of the parsers are built with a probabilistic model trained on a hand-

labeled corpora. There are two main approaches for statistical parsing, the

Head-driven Phrase Structure Grammar (HPSG) [Pollard, 1994] and the Lexical

Functional Grammar (LFG) [Kaplan and Bresnan, 1982].

Some of the most popular parsers are the Charniak parser

[Charniak and Johnson, 2005], Collings parser [Collins, 2003], Stanford

parser [Klein and Manning, 2003, De Marneffe et al., 2006], Minipar [Lin, 2003]

and English Slot Grammar parser [McCord et al., 2012].

Dependency Parsing

A dependency parser is a system that annotates the grammatical structure of

a sentence. It is a critical part in many NLP systems, and consequently it is a

very active area of research.

In dependency parsing, the output is a tree whose nodes are words, and

edges are the syntactic relations between them.

Some examples of dependency parsers are: FANSE

parser [Tratz and Hovy, 2011], (extended) Stanford Parser

[De Marneffe et al., 2006], MaltParser [Nivre et al., 2006], Ensemble Parser

[Surdeanu and Manning, 2010].

2.3.4 Named Entity Recognition

Named entity recognition is, as defined at the Sixth Message Understanding

Conference [Grishman and Sundheim, 1996], the task to identify the names of

all the people, organizations and geographic locations in a text. This is fre-

quently extended to a few other entities such as times, currencies and per-

centage expressions, but it is possible to find systems that distinguish between

many more categories [Sekine and Nobata, 2004]. NER is an “easy” task, and

it is considered as solved.

There are two main approaches to solve this task, handcrafted rule-

based algorithms and machine-learning approaches. The latter achieve

better results, and are commonly used, for example in [Finkel et al., 2005,
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Ratinov and Roth, 2009].

2.3.5 Event Recognition

Event recognition is a close field of named entity recognition. In this case, the

goal is to find events in the text, which consists in states, actions or properties. It

is a very important task, especially for question-answering systems, as events

are frequently a key part of the input question, but also for tasks related to

natural language understanding.

This task is usually performed with a pre-defined set of relation pat-

terns [Brill et al., 2002, Hovy et al., 2002], but there are some other ap-

proaches that combine linguistic and statistic knowledge to improve the results

[Saurí et al., 2005, Bethard and Martin, 2006].

2.3.6 Coreference Resolution

Coreference relations occur between different instances in a discourse that re-

fer to the same real world entity. These instances can be written with different

linguistic expressions, so relate them is not a trivial process.

However, knowing that two instances refer to the same entity is very impor-

tant to correctly comprehend a text. This makes coreference resolution a very

wide research field, but despite all efforts the performance of the coreference

resolvers in the state of the art is not good enough [Ng, 2010].

In the first place, most of the coreference research tries to apply heuristic

approaches, but from the 1990s most of the systems use machine learning

techniques [Raghunathan et al., 2010, Lee et al., 2011].

2.3.7 Semantic Role Labeling

Semantic roles are the part that each of the syntactic constituents plays in the

predicate of a sentence. These constituents are the phrases that point the

agent (who), the patient (whom), place (where), cause (why), time (when) and

others. Semantic role labeling (SRL) is the task to find and tag them. It is a

key process for many NLP applications, and therefore there is a long research

tradition on this field.

Some SRL systems are the Illinois Semantic Role Labeler
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[Punyakanok et al., 2008], the ClearNLP package1 and the MateTools

package, which includes the SLR system of [Björkelund et al., 2009].

Semantic role labeling is closely related to predicate-argument identifica-

tion, where roles are substituted by arguments that lack of a specific seman-

tic as agent or patient, and instead they perform a different undefined ac-

tion depending on the predicate. The predicate-argument structure builder

[McCord et al., 2012] is an example of this kind of systems.

2.3.8 Extraction of Temporal Expressions

Temporal expressions determine when does the events in the text occur, and

thus they are important to anchor them to a timeline. However there is many

ways to express a temporal expression, and some of them require a reference

time to be computed (i.e. today, tomorrow, yesterday, next month, etc.).

In order to perform this task some systems were developed to locate

and normalize temporal expressions. For example, the TempEx tagger

[Mani and Wilson, 2000], GUTime tagger [Verhagen et al., 2005] or SUTime

[Chang and Manning, 2012]. All of them are rule-based systems.

Moreover, it is useful to obtain all the dates and intervals in the same rep-

resentation. The most accepted standard is TIMEX3 representation, contained

within the TimeML language [Pustejovsky et al., 2003].

2.3.9 Temporal Linking

In many NLP tasks it is important to know which events occur after or before

a concrete date (or other event). Here we denominate Temporal linking to the

task of relate events to temporal expressions and infer the relative order of the

events that appear in the text.

Unlike other systems discussed here, there is not much research on

this area. Some of the most notable systems rely on hand-written rules,

and their performance is not as good as desirable. The Tarsqi Toolkit

[Verhagen and Pustejovsky, 2008] includes some tools to perform temporal

linking, for example GUTenLINK [Mani et al., 2003] anchors events to time ex-

pressions and S2T creates temporal links from modal relations in the text.

1https://code.google.com/p/clearnlp/
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2.4 Information Extraction and Relation Extraction

There are multiple approaches to structure data, depending on the target to

be structured. Semantic parsers structure data at document level, and depen-

dency and constituent analysis work at sentence level. On the other hand,

information extraction systems try to retrieve relevant pieces of information, for

example named entities in case of Named entity recognition systems.

Relation extraction is a subtask inside information extraction. Roughly it

consists on identify semantic relations between entities. For example, in the

sentence John is married to Mary, we can extract that there is a relation be-

tween two persons, and we can label it as marry.

More formally, a relation is an ordered binary relation r(e1, e2), where r is

the relation name, or label, e1 is the target entity (i.e. the entity about we are

querying) and e2 is the value, the entity that holds the relation with the target

entity. A relation instance is a single assignment of entities and relation. In the

past example, the relation instance would be marry(John,Mary).

Information extraction as we understand was first studied

in the Message Understanding Conference (MUC) [Beth, 1995,

Grishman and Sundheim, 1996, Chinchor, 1998] and continued with the

program Automatic Content Extraction (ACE) [Maynard et al., 2003] until 2008.

These were the first quantitative evaluation of systems of this kind, and they

were a major factor for the advance of the state of the art in automatic text

processing.

From 2009, the Text Analysis Conference (TAC)

[McNamee and Dang, 2009] took over the ACE in the evaluation of infor-

mation retrieval systems. The task Knowledge Base Representation (KBP)

was proposed in this conference. It may be seen as a combination between

information extraction and question answering, where the task is harder be-

cause the information must be gathered across different documents. A detailed

explanation of this competition is shown in Chapter 5. This task contains the

subtasks Regular Slot Filling (SF) and Temporal Slot Filling (TSF).

As it can be seen in [Ji et al., 2011], SF and TSF remain as open research

problems because competitors could not get close to manual annotation results.

Participants latter editions use similar representation systems, for example, the

systems of CUNY [Artiles et al., 2011] and Stanford [Surdeanu et al., 2011] use
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tokenization, segmentation, named entity detection, coreference resolution and

syntactic dependency parsing.

This research topic is very popular, and it has many small competitions re-

lated. As an example, the DDI Extraction 2011 challenge2 is a Spanish compe-

tition that focuses in the biological relation extraction.

2.5 Acquisition, Representation and Uses of Knowledge

Knowledge bases can be divided in three main groups depending on how the

knowledge is acquired: manual, semiautomatic and automatic.

Some examples of KBs manually generated are WordNet [Miller, 1995], Cyc

[Lenat, 1995] and SUMO [Pease et al., 2002]. These KBs are widely used in

research, as manual annotations provide accurate data with almost no noise.

However, generate a manual KB is very expensive, and therefore they are not

updated or the updates are slow and difficult. Moreover, they cannot get the

width and the recall of semi-automated process.

As a result some KBs were developed with information extraction tech-

niques. Some of them are built extracting information from semi-structured

text, such as Wikipedia infoboxes. These KBs have a precision around 95%.

Some examples of these KBs are Yago [Suchanek et al., 2007], Kylin/KOG

[Wu and Weld, 2007], and DBpedia [Auer et al., 2007].

Despite the good precision, these approaches depend on sources of semi-

structured text, which is not as rich and abundant as natural language.

As a result, other approximations tried to extract the information from nat-

ural language directly. Most of the information available is presented in this

format, and therefore this systems are potentially capable of obtain the most

complete KB. The problem with natural language documents is how hard is to

learn knowledge from them.

There are two main techniques to obtain this knowledge: semi-supervised

and unsupervised techniques. Semi-supervised techniques consist in defin-

ing by hand a set of patterns or correct instances. For example, supposing

a system that starts with a set of patterns, it will use them to collect a set of

instances from the document collection. Then, it will search other matches

2http://labda.inf.uc3m.es/DDIExtraction2011/
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of these instances in different sentences that will be used to define new pat-

terns. This process is executed iteratively to increase the recall of the sys-

tem. However, each iteration introduces more errors, decreasing the preci-

sion. DIPRE [Brin, 1999], SnowBall [Agichtein and Gravano, 2000] and Know-

ItAll [Etzioni et al., 2005] are some examples of this kind of KB.

These systems are limited because the learning depends on the initial

seeds. Moreover they can acquire only a set of predefined relations.

Unsupervised systems were developed to solve this problem, as they do not

need the initial seeds nor the expected relation types.

There are two major paradigms within the unsupervised acquisition sys-

tems: relational knowledge (Section 2.6) and propositional knowledge (Section

2.8).

The major drawback of unsupervised information extraction is that it has a

high error rate compared to semi-supervised extraction. To avoid this problem

it is common to use statistical techniques that search for redundancies in the

obtained data for estimate the confidence in each one of the instances.

2.6 Relational Knowledge

This section shows the two main paradigms to extract relations according to

a predefined schema. They are Preemptive information extraction and Macro-

reading.

Preemptive Information Extraction [Shinyama and Sekine, 2006] first groups

documents based on pairwise vector clustering, and then applies additional

clustering to group entities based on document clusters. As it depends on

cluster algorithms, this approach is difficult to scale to large corpora.

Macro-reading [Mitchell et al., 2009] is a different paradigm that aims to ex-

tract information at collection level, instead of sentence level. Their main idea

is that it is not important to extract every little piece of information from a doc-

ument, but that important facts will be stated many times on a large corpora

with many rewordings, thus making easier the extraction task. They also use a

pre-defined ontology to drive the extraction, so the task is actually to populate

it. With this schema, inferences would be easier, however, it lacks the expres-

siveness to represent all the knowledge of the collection. ReadTheWeb is the

first system based on the Macro Reading paradigm.
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Never Ending Language Learning (NELL) [Carlson et al., 2010] is a related

system. It learns extractors for a set of predefined relations through distant

supervision. To do so, it uses a bootstrapping approach, it learns extraction

patterns from extraction instances, and then runs the new patterns to extract

new instances. These kind of systems tend to degrade after few iterations, but

NELL uses different heuristics to reduce the noise.

2.7 Open Information Extraction

The Open Information Extraction (OIE) paradigm aims to extract high quality

relations from natural language in Web size scale. OIE supposes a new point

of view over the traditional information extraction. Whereas the first one gener-

ally learns an extractor for each target relation from labeled training examples,

OIE aims to learn relation phrases, which are phrases that express arbitrary

relations. The main advantage of this paradigm is that it is completely unsuper-

vised, as it is independent of any dictionary of relations or instances.

Generally, OIE systems extract tuples Arg1, predicate, Arg2 in four steps:

1. Label a set of sentences using heuristics or distant supervision.

2. Learn a relation phrase extractor using some probabilistic model based

on sequences (Naïve Bayes, CRF, Markov Logic Network, etc.).

3. Once the sentence is identified, the system selects two candidates to ar-

guments and selects which words in the path between them form the re-

lation.

4. Finally some systems do an assessment of the instances in base of the

redundancy found.

To avoid using lexical features, the extractors are trained using POS and NP-

chunk features from examples heuristically generated from the Penn Treebank.

DIRT [Lin and Pantel, 2001a] (Discovering Inference Rules from Text) auto-

matically identifies rules of inference from paths in dependency trees. Basically,

a dependency parser is applied to a text collection, and then, the different paths

between the arguments are gathered and finally the similarity between different
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paths is calculated. This KB has been used in textual entailment among others

[Marsi et al., 2007].

KnowItAll KnowItAll [Etzioni et al., 2004, Etzioni et al., 2005] can be consid-

ered the predecessor of the Open Information Extraction paradigm. It starts

from a set of predefined relations, manually introduced by the user. Then it

is able to extract information without labeled training examples using syntac-

tic patterns. After the extraction phase, it refines the instances obtained using

pointwise mutual information on information gathered on search engines.

This system only uses a part of speech tagger and dispense with named

entity recognizers or dependency parsers. However, it relies on several search

engine queries. As a result, it is not scalable and depends on search engines.

TextRunner TextRunner [Banko et al., 2007] is the first Open Information Ex-

traction system. The relation phrase extractor uses a Naive Bayes model with

unlexicalized POS and NP-chunk features. The examples for the training are

generated through heuristics from the Penn Treebank.

In the labeling phase, TextRunner uses a parser to label a small set of train-

ing examples, restricted by three heuristics: there is a dependency chains be-

tween the arguments shorter than certain threshold, the paths between the

arguments does not contain any sentence boundaries and the arguments are

not just a pronoun.

These examples are used to generate features to train a Naive Bayes clas-

sifier. Some examples of features are number of tokens in the relation are:

number of stopwords, part of speech tags, etc.

Then, the system makes a single pass over its corpus to identify entities and

tags words with the part of speech. Each entity that is a suitable candidate is

introduced in the classifier to label it as trustworthy or not.

Finally, the tuples extracted are normalized and aggregated to assign a

probability for each one.

The experiments reported in [Banko et al., 2007] use a corpus of 9 million

web pages, and claim to extract a total of 60.5 million tuples.

As stated in [Etzioni et al., 2011], the main drawbacks of this approach are

the incoherent extractions and uninformative extractions. Incoherent extrac-

tions are relations that are not meaningful because the extractor chose the
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wrong words to describe it. Uninformative extractions are cases where the tu-

ple, besides being informative, misses critical information.

Resolver Resolver [Yates and Etzioni, 2007] is an extension of TextRunner.

Its goal is to merge different syntactical variances of the same meaning. To

do so, they use the data collected by TextRunner and iteratively use cluster

algorithms to merge clusters of co-referential names.

WOE The main advantage of WOE [Wu and Weld, 2010] is that it extract its

features from Wikipedia. They run the general schema where they start with a

set of seeds, and then retrieve many examples through bootstrapping, to finally

learn a set of patterns.

ReVerb ReVerb [Etzioni et al., 2011] addresses the problem of incoherent

and uninformative extractions. To do so, it uses a shallow NLP to tag the words

with its part of speech, and then apply a set of simple syntactic and seman-

tic constraints defined by regular expressions. These techniques provided a

significant advance compared to TextRunner and WOE.

OLLIE OLLIE [Mausam et al., 2012] addresses two important flaws in the pre-

vious OIE systems. First, it deals with relations not mediated by verbs, mainly

those that occur in nominal compounds. Second, it takes into account the con-

text of the sentences to avoid extracting relations that are not asserted as fac-

tual.

To do so, they start with the popular approach of starting with a set of seeds,

in their case, 110.000 tuples and then build a bootstrapping set searching for

these seeds in a Web corpus. Once they retrieve a set of sentences, they apply

the Malt Dependency Parser [Nivre et al., 2006] and learn a set of syntactic and

semantic patterns that encode different ways of expressing the relations. This

process is called syntactic scope expansion.

Then they apply what they call the context analysis component. This com-

ponent detects when a sentence does not assert a fact, but only states a con-

ditional truth or an attribution.

A conditional truth is a case where the sentence states that something is

true if some condition happens. OLLIE uses the dependence relations to ex-
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tract the condition and annotate it in an additional field. In the attribution case,

OLLIE adds an extra field that indicates who said, suggested, believes, hopes

or doubts the information extracted. To do so they train a classifier to assign a

confidence to each extraction using a different training set of 1000 instances.

CSD-IE One of the most recent systems of OIE is CSD-IE

[Bast and Haussmann, 2013]. The main idea behind this system is to

extract facts that semantically “belong together”.

They illustrate this property through an example: Ruth Gabriel, daughter of

the actress and writer Ana Maria Bueno, was born in San Fernando.,

In this sentence, they aim to identify that the sentence contains two entities,

each one with its own semantic classes and relations. Identify, for example,

that Ruth Gabriel is a writer would be an error, even if those words are in a

close context. They denote the process of identify the context of each entity as

contextual sentence decomposition. This process is similar to the techniques

used in [Mausam et al., 2012].

2.8 Propositional Knowledge

In contrast with relational knowledge, propositional knowledge is not limited to

extract relations. Instead, it is structured in propositions, which are a realization

of a predicate and its arguments.

This approach is more general, as it allows expressing n-ary relations. Also,

it provides a more fine-grained representation, where a relation is not limited by

an extracted tag, but it can be any word read in the text.

These kind of specific, large sources of knowledge have the potential to help

many issues related to natural language understanding. However, how to use

propositional knowledge is a research line on an early stage of development.

The main drawback of propositions is their sparsity, as semantically similar

propositions cannot be clustered without further processing.

KNEXT [Schubert, 2002] argues that text contain background knowledge in

form of assertions that can be exploited by processing large quantities of text.

In this way, they focus more in finding redundancies than in refining the intra-
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document analysis. Their goal is to extract general relationships from texts,

instead of predetermined kinds of facts. For achieve this, they use information

about the phrase structure and also compositional interpretive rules. With these

tools, they build a large lexical semantics knowledge base.

They follow the next algorithm:

1. Preprocess the input tree (e.g., mark infinitives, passives, temporal noun

phrases and prepositional phrases, categorize prepositional phrases,

etc.)

2. Apply a set of ordered patterns to the tree recursively; these amount to

phrase structure rules allowing for regular expressions (including nega-

tion) on the right-hand side

3. For each successfully matched subtree, abstract the interpretations of the

essential constituents, and combine the abstracted interpretations in ac-

cord with the semantic rule linked to the pattern that matched the subtree

4. In processing the tree recursively, collect interpretations of phrases ex-

pected to provide general “possibilistic” propositions

5. Formulate possibilistic propositions from the collected phrasal interpreta-

tions, and output these along with simple English verbalizations.

DART Closest to our job, DART (Discovery and Aggregation of Relations in

Text)[Clark and Harrison, 2009] is a work based on the idea of Len Schubert

that tries to exploit the redundancy of instances acquired from patterns in a

corpora.

In this project, they obtain world knowledge in a semi-formal notation. They

have a database with 23 million propositions. The main contributions ahead

Schubert’s work are the kind of tuples extracted, the amount of data collected

and a way to evaluate the results. Their method uses a hand-built parser called

SAPIR, which extracts the phrase structure, and then extracts tuples from the

parse tree. To test that Dart database was useful, it was used in a parsing test

and in recognizing textual entailment.

Prismatic PRISMATIC is also a technique to extract knowledge from large

datasets. However the knowledge representation is more complex, as it is
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based on frames instead on binary relations or triplets. Besides using a de-

pendency parser, it also uses a coreference resolver and an entity recognizer.

PRISMATIC is one of the bases over which the question answering system

Watson was built [Ferrucci et al., 2010].

BKB Anselmo Peñas and Eduard Hovy [Peñas and Hovy, 2010] suggest a

new approach where the data would be more structured, and where it would be

possible to differentiate classes and instances of those classes.

For achieve this goal, they try to make explicit the implicit or missed infor-

mation in the text. This is done relying on Hobbs’s theory about abduction

[Hobbs et al., 1988], so they try to find the proposition which best explains the

knowledge already extracted, and then add this proposition to the knowledge

base.

The first propositions are acquired through syntactic dependencies, which

may be interpreted as semantic relations. Then, new semantic relations are

imported trying to fit them to other syntactic dependencies already contained in

the database.

To test this system, they do a comparison with DART and TextRunner, and

they find that they add new capabilities as management of instances, discov-

ering new relations and being able to fit the knowledge base to a specified

domain.

2.9 Textual inferences and Applications

Despite the great effort in compile large knowledge databases, it is still not

clear how to take advantage of the information extracted. The main questions

are which tasks can be targeted and how can this knowledge be used.

Several tasks related to language interpretation are heavily knowledge de-

pendent. For example, those tasks which include inferring implicit knowledge

contained in the text. Here we provide some examples:

2.9.1 Type Coercion

A precise definition of type coercion is provided by [Pustejovsky, 1991]: Type

coercion is a semantic operation that converts an argument to the type that is
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expected by a function, where it would otherwise result in a type error

Recently it has been redefined as a task [Pustejovsky et al., 2010], where

type coercion is the task of characterizing the type of compositional operation

that exist between a predicate and the argument that it selects. Specifically, the

goal is to identify whether the type that a verb select is satisfied directly by the

argument, or the argument must change type to satisfy the verb typing.

This definition is based in that, when a predicate takes an argument, this

argument may fit in that role only through an adjustment or coercion that makes

it belong to the type that the predicate expects.

For example, enjoy the book actually means enjoy reading the book.

Broadly speaking, type coercion would be to identify the accepted argument

of enjoy would be an event like reading instead of an object like book, thus

tagging the change as event-for-object.

An example of a work that address this issue is

[Roberts and Harabagiu, 2011]

2.9.2 Logical Metonymy

According to the Oxford Dictionary, metonymy is the substitution of the name of

an attribute or adjunct for that of the thing meant, for example suit for business

executive, or the turf for horse racing.

This process is used very frequently by humans to optimize their commu-

nication, as it provides a fast way to translate concepts from a sender to a

receiver.

However, this use implies that systems are not able to retrieve the full mean-

ing of a sentence. To do so, they have to convert the concept stated on the text

for the original meaning.

From the point of view of natural language processing, a logical metonymy

occurs when a logical argument (i.e. subpart) of a semantic type that is selected

by some function denotes the semantic type itself [Pustejovsky, 1991].

In fact, metonymy is a process very related to type coercion. Regarding the

example used before enjoy the book, one can understand that being readable

is part of the semantics of the book, thus inferring that the natural way of enjoy

a book is to read it.

Several approaches have been proposed to solve this issue [Fass, 1991,

Utiyama et al., 2000, Lapata et al., 2003, Lapata and Lascarides, 2003].
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2.9.3 Implicit Semantic Role Labeling

Semantic Role Labeling systems deal with the problem of tagging the argu-

ments of a predicate. However, this approach is limited in cases where the

arguments are implicit in the sentence, especially in cases where they appear

in a long distance context. As a result, predicates obtained with these systems

are incomplete, and eventually can produce noisy predicates.

Implicit Semantic Role Labeling, also known as null-instantiation resolution,

aims to recover these predicates. Whereas it has a long standing problem

[Palmer et al., 1986], the popularity of this task has been rising recently due to a

task proposed at SemEval-2010 [Ruppenhofer et al., 2010] and the availability

of newer knowledge resources.

However, this is a very hard challenge, as the first ranked system on the

competition achieved F1 = 0.014 [Chen et al., 2010].

2.9.4 Paraphrase and Textual Entailment

The process where speakers reword a sentence with different syntactic and

lexical variations is called paraphrasing. This phenomenon results in big diffi-

culties for machines to assert that two phrases mean the same. This problem

is called textual entailment.

There is a long tradition of research in textual entailment. One newer ap-

proach, Paralex [Fader et al., 2013] tries to take advantage of knowledge bases

to associate natural language patterns to database concepts, solving the prob-

lem of linking input strings with entities, relations and question patterns.

2.10 Evaluation

Knowledge bases evaluation is a difficult task, and it is easy to get into sub-

jective measures. Ideally, it will consist in building a standard with all the infor-

mation that should be available in the knowledge base and compare KB and

standard with precision and recall.

However, this standard is not easy to build, in first place it will be a very in-

tensive task, but moreover it is not trivial to decide in which point the knowledge

base is complete, or when the granularity is enough.
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Once is stated that the ideal evaluation is unfeasible, it is neces-

sary to distinguish if the knowledge base uses a schema or it does not

[Mayfield and Finin, 2012].

The first problem is easier. The most common method to evaluate is to

select a small corpus of documents, run a system and then manually judge if

each extraction is correct or incorrect. This is a feasible method, however, for

some tasks it does not allow to compare different systems and moreover, it is

expensive and depends on the judgment of people. For example, it is used in

[Etzioni et al., 2011]

Also, as missing extractions are not tagged, recall only can be estimated.

One way to do it is to use the total number of extractions from all systems

compared labeled as correct by the judges.

In [Mayfield and Finin, 2012]a new evaluation is proposed. Instead of eval-

uating if every fact is present, it defines a set of evaluation queries, and check

if the system is able to answer them. To solve the problem of align the KB en-

tities with the gold standard it uses entry points. An entry point is defined by a

document and an entity mention string. The entry points should be aligned with

the constructed KB, and then is compared with the gold standard.

[Lawrie et al., 2013] introduces a new approach to KB comparison the ex-

ploiting of provenance, which is the link between the entities and the strings that

mention them in a document. In this way, they can compare where and why two

KBs differ.

An objective way of evaluate a knowledge base, either with or without pre-

defined schema, is to include it in a system that solves a different task, this is,

to perform an extrinsic evaluation. In this way, it can be measured the perfor-

mance of the system using and without using the knowledge base, in order to

compute the difference between both of them.

A related but different way of evaluation is to measure its utility in a concrete

task. Here, the goal is to check if the knowledge base allows solving a problem

that without it or with a different one is not possible.





CHAPTER 3
GRAPH BASED REPRESENTATION OF TEXT

In this chapter we explain the characteristics of the representation that we use

as the base for the knowledge acquisition. This is a representation at document

level, evolved from plain text to a graph representation through deep processing

techniques.

3.1 Why a Graphical Representation at Document Level?

Computers lack of the human ability to read and comprehend natural language.

This issue is due to their problems to build a conceptual model that expresses

the semantics behind the text. Thus, a good text representation is a conceptual

representation derived from text that expresses the semantics in a machine-

readable format.

There is a long tradition in text representation research. First approaches

are based on conceptual dependency theories from [Schank, 1972], and

meaning-text theory from [Mel’cuk and Polguère, 1987]. Later some text rep-

resentation techniques were used in large datasets, i.e. in the work from

[Pradhan et al., 1994] applied to the medical domain. Despite the large number

of representations proposed, each NLP task has different knowledge represen-

tation needs, so this is still an active research field.

29
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One of the most widely used models is bag-of-words. In this model, a text is

represented through the frequencies of each word contained. The reasons be-

hind this popularity are that is computationally very cheap and allows express-

ing a brief notion of context. However, this model is very limited, as it loses

many semantics encoded on the original text because it does not represent the

original concepts, and the relation between them.

Many graph representations have been proposed to improve the document

representation. The intuition is that these representations are capable of cap-

turing the relations of the elements present on the original text. However, they

often are built at sentence-level, thus they lack of cohesion between the ele-

ments on distant contexts.

Our hypothesis is that a graph representation at document level will solve

this issue. We will build this representation by transforming plain text using

tools of deep language processing.

Our objective is to provide a base for techniques of information extraction. If

this base is appropriate, the classifiers could use new features that would allow

the capture of context that might be distant in text.

3.2 From Plain Text to Document Graphs

The main goal of our representation is to express the whole semantics of one

document in a simplified, condensed way.

To do so, we take advantage of coreference, which is a linguistic relation

that is established between two or more expressions that refer to the same

entity, being or not isomorphic. We use the term discourse referent coined by

[Karttunen, 1968] to refer to the set of all of these expressions for an entity. We

denote the process of creating a discourse referent by grouping the mentions

as collapse. This procedure is similar to file cards used by [Heim, 1983] or

baskets in [Recasens, 2010].

This process by itself would create a big graph with many different gram-

matical relations between its components. This will produce features with high

sparsity, which is not desirable for automatic learning techniques. Our solu-

tion is to simplify the morphosyntactic relations in some sort of naïve semantic

role labeling. We normalize different expressions that are semantically equal.

We consider grammatical voice, genitives expressed in different ways, nominal
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compounds, etc.

On top of that, we will enrich our graphs with extra semantic information

extracted with simple rules. We assign semantic classes to named entities

through a set of patterns that detect some structures with genitives, nominal

compounds and appositions.

3.3 Representations

We want to measure the contribution of our techniques over the gain that the

external tools provide. To do so, we will evaluate two different representations:

Initial representation and enriched representation.

3.3.1 Initial Representation

In this configuration we use all the external tools to compose an initial repre-

sentation. It contains nodes annotated with morphological information, edges

with syntactic information, coreferences and temporal relations.

Specifically each document D is represented by a graph, GD, with a set of

nodes ND and a set of edges AD.

Nodes

Each node represents a unit of information, generally a word, except in two

cases: a multi-word named entity or a verb and its auxiliaries. Nodes have

attributes that in some cases are specific of some special nodes.

Attributes Nodes are tagged with a set of attributes, some of them are

common for every node:

• Words

• Lemmas

• Morphosyntactic tag

• Descriptor
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A descriptor is a representative string. For the nodes that are not entities

the string is composed by the lemmas of the words. Otherwise we choose the

string just as it is found on the text. Besides it, every other attribute is obtained

from the dependency parser.

Special Nodes Moreover, some nodes are tagged with one or more spe-

cial types that include extra attributes.

• Events: Verbs or actions that describe an event. Annotated with time,

aspect and polarity. A detailed explanation of the events can be found in

[Saurí et al., 2005].

• Temporal Expressions: Used to identify words or multi-words that refer to

a concrete moment or to a temporal period. It has a normalized temporal

value according to the TimeX3 standard.

• Named entities: Entities recognized in text. Annotated with entity type, for

example organization, location, person, etc.

Edges

Edges represent three types of relations between the nodes:

• Syntactic: Indicates that there is a syntactic relation between

two nodes. We maintain the Stanford dependencies tags

[De Marneffe and Manning, 2008].

• Coreference: Indicates that two nodes are mentions of the same dis-

course referent.

• Temporal: Shows that there is a temporal relation between an event and a

temporal expression. The relations can be of the following types: before,

after, within, throughout, beginning and ending.

3.3.2 Enriched Representation

Graphs with initial representation GD are transformed to create enriched repre-

sentation graphs GC .

One of the major changes is that we collapse the nodes in discourse ref-

erents. Collapsing provokes that nodes tagged with different attributes group.
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These attributes can reinforce an evidence or supply with extra data. How-

ever, occasionally contradictory data is grouped. We make different decisions

depending on the attribute.

Recall that the nodes prone to group are mainly named entities. However,

as the result of inconsistencies in the processing tools, we consider that any

node could group.

Discourse Referents

Each group of nodes related by coreferences n0...nk ∈ ND are grouped in a

discourse referent r = ∪n0...nk, thus creating a new set of discourse referents

RC . Discourse referents are in fact the new nodes of the graph, but to avoid

confusion, we simply call discourse referents to the nodes of the enriched rep-

resentation.

Attributes Discourse referent’s attributes are slightly different from the

ones of the nodes. They keep the descriptor and the morphosyntactic tag,

but lose the lemmas and the words.

With descriptors, the objective is to find the most representative string of

the node. To do so, we take the longest string of every original node. In the

future, it would be a better idea to create a knowledge base with every coocur-

rence of the descriptors, and from it to select the right one. It would be as a

disambiguation system.

For the morphosyntactic tag, we assign to every named entity the value N

and to every event V, while for the rest of the words we maintain the same of

the original node. This is a simple approximation that takes advantage of the

fact that named entities and events are the nodes that can have coreference

relations. With this decision we seek to normalize the nodes that usually contain

the most important information.

Special Nodes Discourse referents keep the types of the original nodes

(events, temporal expressions and named entities). Collapsing may cause that

one referent contains several annotations of the same type. We denote as at-

tribute collapsing to the process of choosing the final attributes of the discourse

referents.
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• Events: When several events collapse in a single discourse referent, al-

though infrequent, we keep all the annotations.

• Temporal Expressions: The same occurs with the temporal expressions.

• Named Entities: Annotations of named entity nodes often are contradic-

tory. In these cases, we choose the most frequent types and discard the

others. As with the descriptors, this process could be improved by storing

every coocurrence in a database and using it as a feedback for the type

assignment. Persons can be also tagged with gender and age.

Enriched Edges

Given other discourse referent, r′ = ∪n′
0...n

′
k, we tie both referents with an edge

if any of their nodes were tied, that is: ∃a(ni, n
′
k) =⇒ ∃a′(r, r′)

We keep the same types of edges of the initial representation. On top of

them we add edges with semantic information. As a result, we get three types

of edges:

• Syntactic: Syntactic dependencies simplified through syntactic patterns.

We add the tags arg0, arg1 and arg2, which roughly correspond to sub-

ject, direct object and indirect object.

• Temporal: Same edges that are in the initial representation

• Semantic: Indicates that there is a semantic relation between two nodes.

We distinguish between four subspecified semantic tags: is, has, has-

Class and hasProperty. Semantic relations are obtained through a set of

syntactic patterns.

3.4 Methodology

Our process is divided in the next steps:

1. Tokenization: The first step is dividing the sentences in tokens.

2. Morphosyntactic analysis: This step annotates each word with its part of

speech and lemma.
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3. Dependency parsing: Then are parsed to find the syntactic dependencies.

4. Named entity recognition: In this step named entities are recognized, and

annotated with its named entity type.

5. Coreference resolution: This step annotates the relations of coreference

of named entities and pronouns.

6. Extraction of temporal expressions: In this step temporal expressions are

found and annotated with is value according to the standard TimeX3.

7. Event recognition: This step tags events with the tense, aspect and polar-

ity.

8. Temporal linking: In this step temporal expressions and events are linked,

and these relations are annotated with temporal information.

9. Collapsing nodes into discourse referents: Then we collapse nodes into

discourse referents. To do so we group all nodes related by coreference.

10. Naïve semantic role labeling: This step simplifies a set of syntactic de-

pendencies into three new dependencies, arg0, arg1 and arg2 that corre-

spond to subject, direct object and indirect object.

11. Normalization of dependencies: This step normalizes some dependen-

cies without semantic difference, such as passive voice and some geni-

tives.

12. Semantic edges addition: We add some edges that denote a semantic

relation between two nodes. This semantic relations can be is, has, has-

Class and hasProperty.

13. Attribute collapsing: Finally we pick the representative named entity type

and descriptor for the discourse referents.

Figure 3.1 shows the transformation from initial representation to enriched

representation. In the initial representation (top graph) steps 1 to 8 have been

done, while the enriched representation (bottom graph) is completed with steps

9 to 13.
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    Named Entity Recognition
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    Temporal Expressions

Collapse referents of discourse

Graph normalization

Semantic information:
   Normalize copulative verbs

      Normalize genitives
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      Assign a gender
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Figure 3.1. Transformation from initial representation, GD, to

enriched representation, GC , for the example document: “David’s

wife, Julia, is celebrating her birthday. She was born in September

1979".

3.5 Implementation

In order to build the graphs, we process text with several tools of deep language

processing. We rely on external exchangeable tools to make our representation

as independent as possible.

We have developed a Java application that integrates these tools. We start

applying the Stanford CoreNLP package [Klein and Manning, 2003] to perform

steps 1 to 6. To avoid memory issues, we limit the length of the documents

to 10000 characters. This process takes as input the file “document.txt” and

outputs the file “document.stanford”.

Then we apply the Tarsqi Toolkit [Verhagen et al., 2005] to perform steps 5

to 8. This tool has its own tokenizer, but to avoid inconsistencies, we create an

input document with the tokenization given by the Stanford CoreNLP. This takes
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as input the file “document.stanford” and outputs the files “document.tarsqi_in”

and “document.tarsqi_out”.

Then we use JESS1, a Java rule engine, to perform steps 9 to 12. Rules are

divided in the next types:

• Semantic class extraction

• Genitive normalization

• Naive semantic role labeling

• Semantic edges addition

• Delete spurious relations

Rules are described in deep in the Appendix A.

Once the rules are applied, the final outputs are generated. This process

takes as input the files “document.stanford” and “document.tarsqi_out” and out-

puts “document.dot”, “document.json” and “document.serialized”.

We have divided the number of documents of each collection in 10 subsets,

which we launch independently. Each process uses 8 GB of memory, and

contains its own instance of Stanford CoreNLP and Tarsqi Toolkit.

Table 3.1 shows the hardware where we run our process. The hard drives

column shows the number of hard drives of each computer, along with the

effective space after using the Raid5 Standard for data distribution.

Server Operating System Cores Hard Drive RAM

2 x 2,66Ghz Xeon X5650 95W CISCO C250 Centos 6 2 x 6 3x300GB(raid5)=600GB 16x8GB=128 GB

2 x 2.0Ghz Pentium Xeon 5130 DELL RHEL5 2 x 2 3x73GB(raid5)=140GB 4x2GB=8GB

2 x 2.0Ghz Pentium Xeon 5130 DELL RHEL5 2 x 2 3x73GB(raid5)=140GB 4x2GB=8GB

2 x 2.0Ghz Pentium Xeon 5130 DELL RHEL5 2 x 2 3x73GB(raid5)=140GB 8x2GB=16GB

2 x 2.0Ghz Pentium Xeon 5130 DELL RHEL5 2 x 2 3x73GB(raid5)=140GB 8x2GB=16GB

2 x 2.0Ghz Pentium Xeon 5130 DELL RHEL5 2 x 2 3x146GB(raid5)=280GB 4x8GB=32GB

2 x 2.0Ghz Pentium Xeon 5130 DELL RHEL5 2 x 2 3x146GB(raid5)=280GB 4x8GB=32GB

Table 3.1. Hardware used to represent the collection of docu-

ments as graphs.

1http:www.jessrules.com
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3.5.1 Data

We have processed three different collections of documents:

• KBP 2011: 1.7 million documents

• Gigaword: 5 million documents

• Webtext: 1 million documents

3.5.2 Output

We produce three different outputs: Java serialized objects, JSON and DOT.

The first output is the Java serialized objects. These objects correspond to

the classes DiscourseRefent, Relation and AbstractNode.

The second output is a JSON-like representation, where we annotate the

relevant attributes for each node and relation. We have used this representation

for the relation extraction task (see Chapter 5).

Finally we use DOT2, which is a graph description language. It is useful

because there are many tools to draw the graphs. For example, Graphviz3,

Canviz4 or Gephi5.

2http://www.graphviz.org/doc/info/lang.html
3http://www.graphviz.org/
4http://code.google.com/p/canviz/
5https://gephi.org/



CHAPTER 4
AUTOMATIC CAPTURE OF SEMANTIC

CLASSES

In this chapter we show our method to extract knowledge from the graph rep-

resentation. Specifically, we extract instance-class relations with an associated

probability. This knowledge will be the base for the textual inference step.

4.1 A Brief Overview on Semantic Classes

Semantic classes are a very popular topic of research in natural language. De-

termining that wife is a class of person, whereas Spanish is a class of either

person, organization or location, is a very valuable knowledge for many tasks,

including information extraction, question answering and many others.

There are multiple ontologies or dictionaries with information about seman-

tic classes that can be used as background knowledge, either created by

hand as WordNet [Miller, 1995] or in semi-supervised ways, such as DBPe-

dia [Mendes et al., 2012]. The biggest problem with these databases is that its

coverage is insufficient, especially for open classes. Moreover it is hard to in-

clude new knowledge, and often the granularity provided does not fit the needs

of the task.

39



40 / AUTOMATIC CAPTURE OF SEMANTIC CLASSES (C. 4)

To solve this problem, there were proposed multiple unsupervised meth-

ods of semantic class acquisition, which is known between other names

as semantic class learning, semantic class induction or hyponym acquisi-

tion [Lin and Pantel, 2001b]. The most popular approach is to process the

text with a syntactic parser and select one or more surface patterns to ex-

tract a set of semantic classes, and then refine the results [Hearst, 1992,

Kozareva et al., 2008]. The results obtained tend to be noisy, so is common

to apply a filter to clean the results.

In our case, we want to extract relations between classes and instances

with an associated probability. Our hypothesis is that we can get it from

large sources of text following the Open Information Extraction paradigm

[Banko et al., 2007]. For example, we expect to see frequently the instance

Obama associated with the semantic classes president or democrat. Likely we

will see a long tail of classes associated with instances with less frequency. For

example, Obama could be found as husband, citizen, etc. Unfortunately, some

errors will arise, and we could retrieve examples like Obama related to the class

daughter. We expect to overcome these mistakes because its frequency would

be low.

As instances are stored with its entity type, we also have the relation be-

tween entity types and classes. For example, persons are more likely to

have classes as teacher, player or mother, whereas organizations would have

classes as company, holding, library, etc.

4.2 Methodology

Our process is divided in the next steps:

1. In the first place we process a large number of documents using the rep-

resentation proposed in Chapter 3

2. Then we obtain a set of classes from the graphs using very simple pat-

terns based on syntactic dependencies where a common noun is a class

for a named entity. Named entities have a named entity type associated

(person, organization or location) given by the named entity recognizer.

When we find a match, we assign the common noun as semantic class of

the named entity and we get an instance NE − Class− Type.
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We do not pretend to obtain all the relations instance-class expressed

in the collection with these patterns, but to acquire a representative and

sufficient number of classes to evaluate their compatibility with named

entities.

3. After obtaining the semantic class assignments, we aggregate the infor-

mation from all the collection to obtain the frequencies of named entities,

classes and types. As a matter of example, Table 4.1 contains the 5 most

common classes associated to the entity type person.

4. Finally, we convert the frequencies in probabilities and get the joint prob-

ability between the classes and entity names, and also between classes

and entity types. To get them we use a maximum likelihood estimator and

marginalize:

p(c, en) =
∑
t

p(en, c, t) (4.1)

p(c, t) =
∑
en

p(en, c, t) (4.2)

Where c is the class, ne the entity name and t is the entity type.

Class NE type Frequency

spokesman person 140229

president person 102877

director person 98182

leader person 79716

coach person 55511

Table 4.1. Most frequent classes associated to the named entity

type person.

4.3 Implementation

First we use the graph representation shown in Chapter 2. Sum-

ming up, we start from the documents parsed with Stanford Parser

[Klein and Manning, 2003]. We also use other features of The Stanford
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CoreNLP package: POS tagger [Toutanova and Manning, 2000], named en-

tity recognizer [Finkel et al., 2005] and the coreference resolution system

[Lee et al., 2011]. Then we represent the documents as graphs, collapse the

nodes in discourse referents, and enrich the representation with extra semantic

information.

Once the graphs are generated, we use a Java application to apply a set

of patterns (See Table 4.2). The output of this step is a set of tab separated

values (TSV) files with instances Document ID - Number of sentence - Named

entity - Named entity type - Relation - Semantic class

• Document ID: Identifier of the document where the instance was found.

• Number of sentence: Number of the sentence where the relation takes

place.

• Named entity : Named entity descriptor.

• Named entity type: Named entity type, i.e. person, organization or loca-

tion.

• Relation: Indicates what the type of the relation is. In this case, hasClass.

• Semantic class: Semantic class gathered through the patterns.

Syntactic pattern

NE nn NN

NE appos NN

NE abbrev NN

NN appos NE

NN abbrev NE

NE such_as NN

NE like NN

NE be NN

Table 4.2. Patterns for the assignment of semantic classes. Each

entry belongs to a tuple governor − dependency − dependant

where NN is a common name and NE is a named entity.
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Then we use a bash script to get the frequency of each instance deleting

the fields Document Id and Number of sentence, getting a set of documents

with instances Named entity - Named entity type - Relation - Semantic class -

Frequency

Table 4.3 shows the hardware where we run our process. The hard drives

column shows the number of hard drives of each computer, along with the

effective space after using the Raid5 Standard for data distribution.

Server Operating System Cores Hard Drive RAM

2 x E5-2650 UCS CISCO C240 M3 Centos 6.3 2 x 8 10x900GB(raid6)=6,5 TB 12x8GB=96GB

2 x 2,66Ghz Xeon X5650 95W CISCO C250 Centos 6 2 x 6 3x300GB(raid5)=600GB 16x8GB=128 GB

Table 4.3. Hardware used to generate the knowledge base and

retrieve the probabilities associated to each instance.





CHAPTER 5
THE EFFECT OF GRAPHICAL

REPRESENTATION ON RELATION

EXTRACTION

This chapter describes how we took advantage of the graphical representa-

tion for the Temporal Slot Filling task in the TAC Knowledge Base Population

evaluation.

5.1 The Temporal Slot Filling Task

The main objective of the transformation of the documents in graphs is to im-

prove the performance of the systems that actually use the representation. Ac-

cordingly, we perform an extrinsic evaluation. To do so, we have chosen the

2011 Slot Filling task of the Knowledge Base Population track [Ji et al., 2011].

The Slot Filling task is composed by two subtasks: Regular Slot Filling (RSF)

and Temporal Slot Filling (TSF). The goal of RSF is, given a set of entities and a

set of slots, extract from a corpus of millions of documents the correct values for

each combination of entity and slot. This is, for a set of queries composed by the

pair (entity, attribute) the systems have to answer with a tuple (entity, attribute,

value). For instance, for the query (Barack Obama, spouse) the answer should
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be (Barack Obama, spouse, Michelle Obama).

The correct answer to a slot may consist in a list of values. Only the right

values are scored, and the redundant answers are ignored.

Entities are divided in two categories, person and organization. Each cate-

gory has its own set of slots (See Table 5.1).

The organizers distribute a knowledge database built from the Wikipedia

Person Organization

per:alternate_names org:alternate_names

per:date_of_birth org:political/religious_affiliation

per:age org:top_members/employees

per:country_of_birth org:number_of_employees/members

per:stateorprovince_of_birth org:members

per:city_of_birth org:member_of

per:origin org:subsidiaries

per:date_of_death org:parents

per:country_of_death org:founded_by

per:stateorprovince_of_death org:founded

per:city_of_death org:dissolved

per:cause_of_death org:country_of_headquarters

per:stateorprovinces_of_residence org:city_of_headquarters

per:cities_of_residence org:shareholders

per:schools_attended org:website

per:title

per:member_of

per:employee_of

per:religion

per:spouse

per:children

per:parents

per:siblings

per:other_familiy

per:charges

Table 5.1. Slot names for the two entity types in the RSF task
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Infoboxes. It contains noisy information about entities, values and relations,

useful to train the systems. Moreover a 1.7 million documents collection is pro-

vided as solutions search space. It contains documents from different sources,

such as newswire, web and others.

The TSF adds the temporal component. In this subtask, the tuples (entity,

relation, value) have to be anchored in temporal interval. A fuzzy temporal

interval is defined as a tuple of four values (t1, t2, t3, t4), that denote that the slot

started in a point between t1 and t2, and it ended between t3 and t4. If the value

of t1 or t3 is not defined it means that the value is −∞, while for t2 or t4 is +∞.

Furthermore, the number of target slots is reduced for this subtask. Table

5.2 shows the TSF slots.

Person Organization

per:spouse org:top_employees/members

per:title

per:employee_of

per:member_of

per:cities_of_residence

per:stateorprovinces_of_residence

per:countries_of_residence

Table 5.2. Slot names for the two entity types in the TSF task

The organization provides with training data annotated with temporal an-

chors, and also intermediate local information regarding temporal constraints.

This information consists on a temporal expression located on a document and

the temporal relation (See Table 5.3) between the slot value and the temporal

expression.

5.2 Research Questions

The research questions tackled in this chapter are:

1. What features of the classifier are different because of the graph repre-

sentation?
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2. What features are provided exclusively by the representation?

3. Which is the performance of a classifier trained with those features in a

task of automatic relation extraction?

4. In the same task, once generated the graphs, is it an improvement to add

semantic information?

5.3 Experimental design

In order to answer these questions we have participated in the RSF and TSF

tasks [Garrido et al., 2011]. We have used a single multi-class classifier and a

battery of binary classifiers for each task respectively. Regardless, in each task

we follow the next steps:

1. First we retrieve the relevant documents given for the given queries, up to

100 documents per query.

2. Then, we transform the documents into the initial and enriched represen-

tation

Relation Role of temporal expression Example

Beginning the start time for the slot value Rob joined GE in 1999

Ending the end time for the slot value Rob left GE in 1999

Beg_and_end the slot value is true exactly for the

specified time

Rob was named linguist of

the month for June 1999

Within the slot value is true for at least

some portion of the specified time

Rob worked for GE in 1999

Throughout the slot value is true for all of the

specified time

Rob commuted to work

from his home in Denver

for all of the 1999

Before_start a moment before the start time for

the slot value

In 1999, before Rob joined

GE, . . .

After_end a moment after the end time for the

slot value

By 1999 Rob had already

left GE

Table 5.3. Temporal relations in the TSF training data
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3. Within the graphs, we search for the node or nodes that match the query

entity.

4. Finally, each of the nodes at 10 or less length from the node is a candi-

date to be the slot value. With this information we produce an unlabeled

example (entity node, value node, document), which is processed to the

classifier to label it as either positive for any of the slot type or with the

negative label.

Furthermore, the classifier takes advantage of the representation to extract

the features to characterize each example. Table 5.4 shows the features used

in RSF. X stands both for entity and value.

TSF uses three extra features detailed in Table 5.5. These are Verb features,

which are generated from the verbs, V , identified in the path between entity and

value. Features provided by our representation are underlined.

Feature family Feature name Description

Syntactic depen-

dency

path path between entity and value in the sentence

[represented with the unigrams and bigrams of

dependency labels, POS tags and NE tags]

Placeholders X-annotation NE annotations for the sentence fragment X

X-pos Part-of-speech annotations for the sentence

fragment X

Lexical context X-gov Governor of X in the dependency path

X-mod Modifiers of X in the dependency path

Properties X-has_age X is a NE, and we have identified it has an age

attribute.

X-has_class-C X is a NE, and we have identified it has a class

C.

X-has_property-P X is a NE, and it has a property P

X-has-Y X is a NE, and it is in a relationship to-have with

another NE, Y

X-is-Y X is a NE, and it is in a relationship to-be with

another NE, Y

X-gender-G X is a NE, and it has gender G

Table 5.4. Features included in the model for RSF.
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Feature family Feature name Description

Properties of the

verb V

V-tense Tense of the verb V in the path.

V-aspect Aspect of the verb V in the path.

V-polarity Polarity (positive or negative) of the verb V in the

path.

Table 5.5. Features included in the model for TSF.

We submitted two different runs to evaluate the performance of the enrich-

ment and collapsing. Both follow the process described, but the first one uses

the initial representation, whereas the second uses the enriched representa-

tion.

5.4 Results

Table 5.6 shows the results of the Regular Slot Filling Task, compared with the

manual annotation (LDC) and the top teams in the competition. Our system

clearly underperforms compared with the other systems. These results were

expected as many teams have mature systems whereas our system is in an

early stage of development. However, it is notable how results improve using

the enriched representation.

LDC Top-1 Team Top-2 Team Median Team Initial Enriched

Precision 0.8618 0.3502 0.4917 0.1031 0.0259 0.0343

Recall 0.7259 0.2550 0.1259 0.1650 0.0455 0.0529

F1 0.7880 0.2951 0.2005 0.1269 0.0330 0.0416

Table 5.6. Regular Slot Filling task results

Table 5.7 shows the general results of the Temporal Slot Filling Task. It can

be observed that the performance of the system is similar to other systems

on the state of the art, and achieving the highest precision among all the par-

ticipants. Moreover, despite the low recall, the system gets the third best F1

measure.
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This implies that the graphical representation is a promising chance in the

task of automatic relation extraction, because, despite being in the first steps of

development, it allows to compete with the systems on the state of the art.

System Precision Recall F1

BLENDER2 0.1789 0.3030 0.2250

BLENDER1 0.1796 0.2942 0.2231

BLENDER3 0.1744 0.2976 0.2199

IIRG1 0.2457 0.1194 0.1607

Initial 0.2996 0.0703 0.1139

Enriched 0.2596 0.0609 0.0986

Stanford 12 0.0233 0.1680 0.0409

Stanford 11 0.0238 0.1453 0.0408

USFD20112 0.0152 0.0070 0.0096

USFD20113 0.0079 0.0014 0.0024

Table 5.7. Final results on the Temporal Slot Filling task

The system is made by several components pipelined: Information retrieval,

document representation, semisupervised learning, relation extraction and in

the case of TSF, temporal anchoring. This kind of system is very sensitive

to error propagation, and therefore is interesting to study precision and recall

taking into account the maximum bound imposed by the information retrieval

component.

Table 5.2 shows the results in the Temporal Slot Filling task until the relation

extraction phase. It contains the precision and recall taking into account the

number of tuples (entity, attribute, value) successfully obtained.

Representation Initial Enriched

Recall 0.08 0.08

Precision 0.42 0.45

F1 0.14 0.14

Table 5.8. Temporal Slot Filling task results until the relation ex-

traction phase
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Data shows that both precision and recall obtain very similar results in both

types of representations, being slightly better in the enriched graphs case.

A manual inspection of the results shows that the generated graphs contain

many mistakes. After the participation in the task we have identified many pro-

gramming mistakes that possibly worsen the results, especially in the enriched

representation. However, the enriched graphs represent a slight improvement

against the initial graphs.

5.5 Conclusions

In this phase, we have evaluated the document level representation as semanti-

cally enriched morphosyntactic graphs in the temporal slot filling task. This rep-

resentation allows performing multiple tasks such as information aggregation,

semantic class assignment and temporal information representation in docu-

ments.

1. What features are provided exclusively by the representation?

For RSF, we have used a set of unique features of this representation:

X-has_age, X-has_class-C, X-has_property-P, X-has-Y, X-is-Y and X-

gender-G. In TSF we also added V-tense, V-aspect and V-polarity.

2. What features of the classifier are different because of the graph repre-

sentation?

Path features are modified because of the graph representation. The

naive role labeling and the normalization aim to simplify the paths ex-

tracted, thus the learning should be easier.

3. Which is the performance of a classifier trained with those features in a

task of automatic relation extraction?

Results show that this representation is promising for feature extraction

for classifiers in the automatic relation extraction task. The early stage of

development of the representation leads us to think that there are many

alternatives to explore and that future versions will achieve better results.

4. In the same task, once generated the graphs, is it an improvement to add

semantic information?
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We have got slightly better results using the enriched graphs. With these

data we can say that the enrichment phase is useful for the automatic

relation extraction task, as the balance between the gain of collapsing

the graphs and the loss of the added errors introduced by the process is

positive.

Moreover, the representation system is based on interchangeable external

tools. As a result, we have a flexible and modular application that fits for future

changes.





CHAPTER 6
THE ROLE OF SEMANTIC CLASSES IN

PARSING APPOSITIONS.

In this chapter we define our method to exploit the semantic class knowledge to

improve the parsing on appositive structures. To do so, we select the grammat-

ical option that is semantically more compatible. We define a set of measures

of compatibility and evaluate its performance.

6.1 About the Relation between Appositions and Semantic

Classes

There appears to be an interesting paradox when we want to build seman-

tic representations from syntactic structures: In many cases, these syntactic

structures require semantics to solve structural ambiguities.

This is particularly true for dependency analysis, where making explicit the

dependencies between words allows expressing some semantics. However,

the correct syntactic dependence between two words might require in turn con-

sidering possible semantic relationships.

An example of this is the appositive structure1. The structure where one of

1We follow the definition of apposition as the grammatical construction with two contiguous

55
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the noun phrases is governed by a named entity and the other is governed by a

common noun is used very frequently to denote the semantic class of the entity.

Consider the following example:

David supports the team of his wife, Julia.2

Dependency parsers often determine that there is an apposition between

the common noun wife and the named entity Julia, leading to interpret that Julia

belongs to the class wife. People would accept this interpretation using their

background knowledge where Julia is a common name for a female person.

Now consider the following example with exactly the same syntactic structure:

David supports the team of his wife, The Vikings.

Without semantic information it is not possible to determine the scope of

the apposition. However we know that The Vikings is not a usual name for a

wife, whereas in the close context there is a different candidate, the common

noun team, which is semantically more compatible. Thus, we want parsers to

reproduce this behavior and link The Vikings and team.

6.2 Parsing Appositives

Our goal is to study appositions where dependency parsers have a chance to

make a mistake selecting a governor because there are many grammatically

correct candidates.

In particular, we focus on cases where errors come from not taking into

account the semantic compatibility between the two parts involved.

One structure where these errors can be found is a phrase where one side

of the apposition is a named entity, and the other one has two or more common

nouns that can be the nucleus of the noun phrase, and therefore a semantic

class of the named entity. We refer to those common nouns as candidates.

We search for this structure in a large collection of textual data belong-

ing to the TAC KBP task [Ji et al., 2011], composed by around 1.5 million

documents that belong to different categories including newswire, blogs and

phone calls transcriptions. We parse the collection with The Stanford Parser

[Klein and Manning, 2003].

noun phrases where one defines or modifies the other
2We denote in bold the named entity and underline the candidate common nouns.
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In this collection we obtain a total of 41,285,844 sentences, with 691,394

apposition dependencies, where 240,392 (34.7%) have more than one candi-

date.

We took a sample of 300 sentences to study the behavior of the parser in

those cases (See Section 6.4.

6.3 Methodology

We have followed the next steps:

1. First, we have parsed a large text corpus with our graphical representation

(See Chapter 3). Among other tools, this representation uses a depen-

dency parser that can be used to locate the apposition dependencies.

2. Then, we get a sample of the appositions where we compare the behavior

of two different dependency parsers in the state of the art.

3. With this sample, we also study the source of errors in parsing, and pro-

vide with the cases of the ambiguous appositive relations according to the

semantic compatibility of the candidates to governor and the dependent

part.

4. Then, we face the problem of design and implement a method to correct

appositions. In particular, we focus on cases where there are many can-

didates to govern the apposition. Our hypothesis is that we can overcome

these errors by considering some background knowledge automatically

extracted from large text collections.

5. We use as background knowledge our proposition stores (See Chapter 4).

These propositions contain information about instances relating named

entities with classes with an associated probability. Named entities have

also its named entity type.

6. We assume that the most semantically compatible candidate is the correct

one. To measure this compatibility we study different configurations to

combine the available evidences with three different measures.
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6.4 Cases

We classify the sentences according to the semantic compatibility of the candi-

dates and the named entity.

6.4.1 One Valid Candidate

In the simplest case, such as the examples in the introduction, the common

noun that acts as nucleus of the first noun phrase should be the governor of the

apposition and it is more suitable than the other.

. . . the leader of its largest rebel group, Manuel Marulanda, . . .

We target these cases as the ones to solve. Ideally, our background knowl-

edge should be able to discriminate which candidates are suitable and those

which are not. For example, it should be clear that a person as Manuel Maru-

landa is more frequently a leader than a group.

6.4.2 Several Valid Candidates

However, in some occasions there are multiple common nouns that are valid

candidates to be the governor of the relation. One case is where there are noun

compounds whose common nouns act as a modifier, like in the next examples:

. . . used by its domestic subsidiary airline, Eagle Air, . . .

. . . by the IOC ’s chief Beijing organizer, Hein Verbruggen, . . .

In other cases the noun phrase includes a subordinated sentence, which

also has a common noun candidate to govern the apposition, for example:

Another passenger who gave only his surname, Chen . . .

Or even when the first noun phrase contains one or more conjunctions, so

that there are more than one valid common nouns to govern the apposition

relation. For example:

. . . a prominent Jewish writer and Holocaust survivor, Ralph Giordano . . .

What we assume in these cases is that there are different simultaneous

classes of the named entity. In some cases it could be interesting to add an

apposition for each of the candidates.

Note that in some cases, sentences with the same grammatical structure do

not lead to multiple appositions. For example:
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. . . which Singapore founding father Lee Kuan Yew and his son, Prime Min-

ister Lee Hsien Loong . . .

A special case of the sentences with two or more suitable candidates are

the ones with a preferred candidate. In these sentences the nucleus, even if

it is suitable, it is less discriminative as semantic class than the other common

noun, for example:

Henry is grounded by his illustrator partner, Rudy . . .

6.4.3 Undecidable Candidates

In some sentences there are two classes referred to two different entities, but

some extra-linguistic knowledge is needed to decide how they are related. For

example:

. . . at least one brother of another defendant, Ali Dayeh Ali.
In the previous example there are two classes, brother and defendant, that

refer to two different entities, Ali Dayeh Ali and an unknown entity. Without

external knowledge it cannot be decided if Ali Dayeh Ali belongs to the class

brother or to the class defendant.

6.4.4 No-apposition Case

In the manual inspection we have found multiple examples where the parser

detects an incorrect apposition relation. To correct these errors is a line of work

by itself, but here we limit ourselves to show what cases we have found.

• Conjunction between two sentences. For example:

Guo Wenjun won the women’s 10-meter air pistol, Guo Jingjing and Wu

Minxia the women’s synchronized 3-meter springboard, . . .

• Wrong apposition relation between a noun phrase and a verbal phrase. In

many cases, the right analysis would be to consider the noun phrase as

object of the verbal phrase. For example:

. . . will serve as the incoming president’s chief of staff, President-elect Ma
Ying-jeou’s office announced.

• Structures that denote the relation location-region. For example:

. . . ESA mission control in Toulouse, southwestern France, . . .
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• Enumerations. For example:

A spa tucked away in the basement includes a large pool, a whirlpool,
workout room, saunas, a solarium . . .

• Nonsense text. Example:

. . . Anti-Muslim Bigots, V- for-Vendicar, fruitella, Zionism equal Racism,

The Chemical Oil Nazi, LORD RAMA RANTER, Muslim With Mission,

. . .

6.4.5 Summing up

In this section we have shown some cases where parsers depend on semantic

knowledge to solve apposition dependencies with several grammatical alterna-

tives. We have classified the sentences according to the semantic compatibility

of the candidates and the named entity. Table 6.1 shows the number and per-

centage of appositions in each case.

In general, there are two main sources of errors in apposition parsing: When

there is actually no apposition and the parser makes a bad choice of the de-

pendency type, and when there are several candidates to govern the apposition

and the parser makes a bad identification of the governor of the apposition. We

tackle the latter, which includes cases with one valid candidate, several valid

candidates and undecidable candidates. These cases represent the 78.6%

of the appositions of the sample. We compose a test set from those apposi-

tions, where there is a margin of improvement of 19.1% (see Sections 6.5.3 and

6.5.4).

One valid candidate 212 (70.6%)

Several valid candidates 22 (7.3%)

Undecidable candidates 2 (0.6%)

Total 236 (78.6%)

No apposition 64 (21.3%)

Table 6.1. Classes of appositions.
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6.5 Experiment Design

In this section, we explain our approach to identify and select the candidates to

govern an apposition relation.

We assume that the correct candidate is the most semantically compatible

with the named entity.

In the phase of identification and correction of appositions we need the joint

probability between the classes and entity names, and also between classes

and entity types (see Section 6.2).

6.5.1 Method

We gather dependencies formed by two noun phrases that fulfill two premises.

The first one is that the first noun phrase must have more than one common

noun. Each one is a candidate to be the governor of the apposition depen-

dence. We denote the set of candidates as c0, . . . , cn.

The second premise is that the nucleus of the second noun phrase has to

be a named entity. The named entity is the dependent part of the apposition.

It is defined by two aspects, the entity name ne, which is the proper string that

forms the named entity, and its entity type t (person, organization or location).

We will refer to these values as evidence (e).

Once we have candidates to govern an apposition relation, we decide which

one is more suitable by comparing its semantic compatibility with the named

entity.

6.5.2 Measures

We use three measures of compatibility: normalized pointwise mutual infor-

mation between candidate and evidence npwmi(ci, e); conditioned probability

of the class given the evidence p(ci|e); and smoothed conditioned probability

pJM(ci|e).
The formula that describes the normalized pointwise mutual information we

use is:

npmi(x; y) =
pmi(x; y)

− log p(x, y)
(6.1)

Where:

pmi(x; y) = log
p(x, y)

p(x)p(y)
(6.2)
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p(x, y) is the probability estimated in the previous phase, and p(x) and p(y) is

the result of marginalization. Using the normalized pointwise information puts

the results in a range of (−1, 1), where -1 is the value where there are not joint

observations and 1 is the value where the observations are always together.

To calculate conditional probabilities we apply:

p(x|y) = p(x, y)

p(y)
(6.3)

In the third measure probabilities are smoothed through the Jelinek-Mercer

smoothing. We use as default α = 0.99.

pJM(e|c) = αp(e|c) + (1− α)p(e) (6.4)

6.5.3 Test Set

We have built a Gold Standard from the sample where we annotate the right

apposition dependence. When there are several valid candidates, or it is un-

decidable which candidate is valid, we will consider all valid choices as correct.

For our experimentation, we will ignore the non-apposition cases. The result is

a Gold Standard of 236 appositions (see Section 6.4.5).

6.5.4 Baseline

We will use as baselines the results of considering the governor of the depen-

dence given by two parsers, Stanford Parser [Klein and Manning, 2003] and

Fanse Parser [Tratz and Hovy, 2011].

Table 6.2 shows the performance of each parser over the 236 appositions in

the Gold Standard. Stanford Parser has better results, but still there is a margin

of improvement of 19.1%. We estimate that in the whole collection there are

around 30.000 mistakes that can be solved with our method.

correct incorrect

Stanford Parser 191 (80.9%) 45 (19.1%)

Fanse Parser 167 (70.7%) 69 (29.3%)

Table 6.2. Baseline: Selection of candidates by the parsers.
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6.5.5 Configurations

Once we have the set of candidates c0, . . . , cn, and the evidences e = ne, e = t

and e = ne, t we will select the candidate cf that maximizes the compatibility

score:

cf = argmax
c

(f) (6.5)

Where f corresponds to the following configurations:

• Entity name as evidence

— Configuration 1: npwmi(ne; c)

— Configuration 2: p(c|ne)

— Configuration 3: pJM(c|ne)

• Named entity type as evidence

— Configuration 4: npwmi(t; c)

— Configuration 5: p(c|t)

— Configuration 6: pJM(c|t)

• Both, entity name and entity type as evidence. We combine the evidences

through a conditioned distribution. We assume conditional independence

between ne and t given c.

— Configuration 7: p(c|ne, t) ∝ p(ne|c) ∗ p(t|c) ∗ p(c)

— Configuration 8: pJM(c|ne, t) ∝ pJM(ne|c) ∗ pJM(t|c) ∗ p(c)

When npwmi(e; c) = −1 for each candidate c0, . . . , cn we say that we have

no evidence. We deal in the same way with p(c|e) = 0 and pJM(c|e) = 0. In

these cases, we respect the choice made by the parser in the first place.

6.6 Results

Tables 6.3, 6.4 and 6.5 show the results obtained according to the evidence

considered: ne, t or both. For each evidence we show the performance with

the measures considered.
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We split the results of each configuration according to the behavior of our

method with respect to the baseline. The row Change shows the number of

appositions that have been changed with respect to the baseline. The row No

change, shows the appositions that remain as in the baseline, and may be for

two reasons: either our evidence points at the same noun than the parser or

we have no evidence and we leave the original candidate (see Section 6.5.5).

Last row shows the difference between our method and the two baselines

proposed along with the relative improvement.

npwmi(ne; c) p(c|ne) pJM(c|ne)
Correct Incorrect Total Correct Incorrect Total Correct Incorrect Total

Change 30 (12.7%) 13 (5.5%) 43 (18.1%) 32 (13.5%) 5 (2.1%) 37 (15.6%) 47(19.8) 21 (8.8%) 69 (29.2%)

No

change

Coincidence 119 (50.4%) 10 (4.2%) 129 (54.6%) 129 (54.6%) 6 (2.5%) 135 (57.2%) 161 (68.2%) 7 (2.9%) 168 (71.1%)

No evidence 49 (20.7%) 15 (6.3%) 64 (27.1%) 49 (20.7%) 15 (6.3%) 64 (27.1%) 0 (0%) 0 (0%) 0 (0%)

Total 198 (83.8%) 38 (16.2%) 236 (100%) 210 (88.9%) 26 (11.1%) 236 (100%) 208 (88.1%) 28 (11.9%) 236 (100%)

Improvement
Stanford Parser 7 (3.6%) 19 (9.9%) 17 (8.9%)

Fanse Parser 21 (22.6%) 43 (25.7%) 41 (24.5%)

Table 6.3. Results considering the entity name as evidence: Con-

figurations 1, 2 and 3.

npwmi(t; c) p(c|t) pJM(c|t)
Correct Incorrect Total Correct Incorrect Total Correct Incorrect Total

Change 54 (22.8%) 24 (10.1%) 78 (32.1%) 50 (21.1%) 20 (8.4%) 70 (29.6%) 50 (21.1%) 20 (8.4%) 70 (29.6%)

No

change

Coincidence 155 (65.6%) 3 (1.2%) 158 (66.9%) 163 (69%) 3 (1.2%) 168 (71.1%) 163 (69%) 3 (1.2%) 168 (71.1%)

No evidence 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

Total 209 (88.5%) 27 (11.5%) 236 (100%) 213 (90.2%) 23 (9.8%) 236 (100%) 213 (90.2%) 23 (9.8%) 236 (100%)

Improvement
Stanford Parser 18 (9.4%) 22 (11.5%) 22 (11.5%)

Fanse Parser 42 (24.1%) 46 (27.5%) 46 (27.5%)

Table 6.4. Results considering the entity type as evidence: Con-

figurations 4, 5 and 6.

6.6.1 Evidence

We can see across the three different tables how, when considering the same

measure, combining both evidences performs better than the use of entity types

alone, which in turn performs better that considering only the entity name. This

confirms the intuition that entity types are useful to generalize entity names, but

combining both data is even better to measure semantic compatibility.

6.6.2 Measures

Relating to the measures, when comparing the results within each table, it is

noticeable how conditional probability outperforms normalized pointwise mutual
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p(c|ne, t) pJM(c|ne, t)
Correct Incorrect Total Correct Incorrect Total

Change 33 (13.9%) 3 (1.2%) 36 (15.2%) 46 (19.4%) 9 (3.8%) 55 (23.3%)

No

change

Coincidence 131 (55.5%) 5 (2.1%) 136 (57.6%) 170 (72%) 6 (2.5%) 176 (74.5%)

No evidence 49 (20.7%) 15 (6.3%) 64 (27.1%) 4 (1.6%) 1 (0.4%) 5 (2.1%)

Total 213 (90.2%) 23 (9.8%) 236 (100%) 220 (93.2%) 16 (6.8%) 236 (100%)

Improvement
Stanford Parser 22 (11.5%) 29 (15.1%)

Fanse Parser 46 (27.5%) 53 (31.7%)

Table 6.5. Results considering both entity name and entity type

as evidence: Configurations 7 and 8.

information regardless the evidence considered.

Smoothed conditioned probabilities are tricky. Intuitively, smoothing should

be useful in cases where there is no evidence, because it will favor the most

probable candidates.

However, when considering the entity name as evidence, smoothing wors-

ens the results. This is because in the sample there is 64 instances with no

evidence, but 49 (76.5%) of them are correctly classified by the parser. Smooth-

ing these instances divides them between correct and incorrect, reducing the

number of correct appositions.

When considering the entity type as evidence, smoothing is not useful be-

cause in the sample considered there are no instances without evidence. Thus,

the results remain equal.

Finally, considering both entity name and entity type, smoothing becomes

useful. It allows considering 59 instances that previously had no evidence and

classify them better than the baseline.

6.6.3 Best Configuration

The best performance is reached using both sources of evidence in a smoothed

conditional probability (Configuration 8 pJM(c|ne, t)). With this configuration re-

sults rise from 80.9% accuracy in the baseline to 93.2%. This represents an

improvement of 15% with respect to the parser.

6.6.4 Examples

Table 6.6 shows a case where every evidence and measure considered

chooses the correct candidate. In this case, Yuval Diskin is the named en-
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tity and its entity type is person. Candidates are agency, chief and security.

Both Stanford parser and Fanse parser have chosen agency in the first place,

but the correct candidate is chief. In bold we denote the candidate chosen by

the method for each configuration.

. . . the chief of the Shin Bet security agency, Yuval Diskin, . . .

Configuration npwmi(ne; c) p(c|ne) pJM(c|ne) npwmi(t; c) p(c|t) pJM(c|t) p(c|ne, t) pJM(c|ne, t)
agency 0.13 0.02 0.02 -0.22 4.2E-4 4.5E-4 5.5E-8 5.8E-8

chief 0.28 0.33 0.32 0.09 0.01 0.01 8.9E-6 8.8E-6

security -1 0 1.4E-6 -0.25 1.1E-4 1.1E-4 0 2.0E-11

Table 6.6. Example of apposition corrected.

Table 6.7 shows one case where our method worsens the baselines. In this

case, Virginia Casey is the named entity and its entity type is person. Candi-

dates are daughter and cousin. Both Stanford parser and Fanse parser have

chosen cousin in the first place, and it is the correct candidate. In bold we

denote the candidate chosen by the method for each configuration.

The reason of the failure is that we have gathered more evidence of persons

being daughter than cousin, and we have no evidence of the name Virginia

Casey with these classes.

. . . daughter Kim Boyer and Boyer’s cousin, Virginia Casey . . .

Configuration npwmi(ne; c) p(c|ne) pJM(c|ne) npwmi(t; c) p(c|t) pJM(c|t) p(c|ne, t) pJM(c|ne, t)
daughter -1 0 2.7E-5 0.06 0.003 0.003 0 5.7E-12

cousin -1 0 4.9E-6 0.05 7.2E-4 7.2E-4 0 1.0E-12

Table 6.7. Example of apposition incorrectly changed.



CHAPTER 7
CONCLUSIONS AND FUTURE WORK

In this chapter we state the main conclusions obtained and we discuss some

interesting lines of research.

7.1 Summary

In this work we have tackled the problem of knowledge acquisition and textual

inference. To do so, we have represented a large collection of documents as

graphs, we have extracted knowledge structured as propositions and lastly we

have used textual inference to perform a task of dependency parsing, specifi-

cally apposition dependence correction.

We have started from a set of research questions:

• What problems arise from developing an automatically acquired proposi-

tional knowledge base?

Propositional knowledge bases rely on several steps, each one of them

introduces some limitations in the acquisition. The conceptual represen-

tation of text greatly influences the extracted propositions. In our case we

have chosen to use syntactic patterns to extract semantic class knowl-

edge. These syntactic patterns, although being very productive, impose

67
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a limit on the relations that can be extracted. Moreover, they have to be

defined by hand.

The last problem that we have faced is how to model a named entity

through its semantic classes. In our case we use frequencies estimated

through a maximum likelihood estimator.

• Is it feasible to build the knowledge base from documents represented as

graphs? What does this kind of representations provide?

The graph-based representation directly affects to which propositions can

be extracted. A long-distance dependence successfully captured means

an interesting proposition acquired.

Besides, other features included such as temporal and semantic relations

allow extracting newer and unique propositions. Unfortunately, also each

mistake of the representation is transferred to the knowledge base.

• How can we perform textual inference using the propositions?

The textual inference depends on the target task. In our case, we have

used the propositions to characterize appositive structures in the context

of dependency parsing. Our textual inference in this case is to mea-

sure the semantic compatibility between an entity and a class through

the knowledge gathered in the proposition store.

Regarding the graph-based representation:

• What are the main problems in the design of the representation?

We have faced several problems in the design of the representation. First,

different mentions of the same entity should be bounded. We have taken

advantage of the coreference relation to group them in discourse refer-

ents.

Second, we had to deal with the sparsity that would produce a graph with

many different grammatical relations between its components. To do so,

we have simplified the morphosyntactic relations through a naive seman-

tic role labeling, and normalized different semantically equal expressions.

• Which are the benefits and the drawbacks?
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The graph representation is designed to capture long-range context, even

those that happen across different sentences. Moreover, the simplification

of the relations allows extracting cleaner features, in the sense that, when

the occurrences are aggregated, sparsity is reduced.

This representation comes with a high computational cost, as it uses sev-

eral deep language processing tools. Moreover, these tools introduce

errors in the process, which are transferred into the subsequent systems.

• In the context of automatic relation extraction, is it useful?

To answer this question, we have participated in the Regular Slot Filling

and Temporal Slot Filling tasks. Even if the results are discrete, there

is evidence that enriched graphs improve the results on these tasks. We

expect that a refinement of the representation allows us to perform precise

relation extraction.

In the context of the correction of appositive dependencies:

• How do parsers behave when they have to process appositions and what

kind of errors do they commit?

In general, there are two main sources of errors: (1) When actually there is

no apposition and the parser makes a bad choice of the dependency type,

and (2) when there are several candidates to govern the apposition and

the parser makes a bad identification of the governor of the apposition.

We have done a qualitative analysis of appositions types according to the

semantic compatibility between a governor and its grammatically correct

candidates. The 21.3% are no-appositive cases and correspond to the

first source of errors. The remaining 78.6% of appositions belong to the

second source, and are divided in three cases: appositions with one valid

candidate, with several candidates or with undecidable candidates. We

have focus on solving these three cases.

• Is it possible to overcome these errors considering semantic information

captured previously from text collections? What evidence can they pro-

vide to characterize the named entity?

We have automatically acquired semantic classes from large text collec-

tions by using very simple syntactic patterns. Then, we have used them
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as background knowledge to measure the semantic compatibility of can-

didates and named entities.

This knowledge was divided in two different evidences, one that relates

semantic classes with named entities and other that relates semantic

classes with named entity types.

The results obtained reinforce our hypothesis that considering semantic

compatibility between the two parts of the apposition can help to over-

come parsing errors.

• What is the most effective way to measure the semantic compatibility that

allows a better identification of the dependencies?

We have used two different evidences (entity name and named entity

type) and three different measures (normalized pointwise mutual infor-

mation, conditional probabilities and smoothed conditional probabilities).

Using entity name as evidence does not improve the results, as the

sparseness of the instances class-entity makes that the estimated proba-

bility of coocurrence is not robust. This issue could be improved replacing

the maximum likelihood estimators with others, for example models based

on conditional entropy or mutual information. It is notable that in the test

set there is not a single example that is correctly answered only with the

evidence class-entity name, as either it matches the evidence of the entity

type or with the solution given by the parser in the first place.

Moreover, the main problem of the evidence of the class-entity type is

that some classes are very dominant (chief, business), and tend to be

overassigned.

Within these evidences, it is clear that is more effective to combine both

entity names and entity types to get an accurate measure of semantic

compatibility.

• What configuration of evidences and measures achieves the best results?

Regarding the configurations tested, the best results are obtained when

combining both sources of evidence with smoothed conditioned probabil-

ities. We reach a 93.2% of correct appositions which is a 15% of relative

improvement with respect to the best baseline (80.9%).
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7.2 Looking Forward

In this work we have tackled the problem of the knowledge acquisition and

textual inference using simple techniques in each step. Besides the interesting

results obtained, this works opens many opportunities of improvement in all the

stages of the system.

As we explained in the Chapter 6, we have used semantics to solve struc-

tural ambiguities after using syntactic dependencies to build the semantic rep-

resentation. This is a recursive problem: the more we improve the syntactic

correction, the better semantic representation. One future line of research is,

once we get the new apposition dependencies for a large corpus, we can re-

peat the process of knowledge acquisition, creating a bootstrap method that

iteratively improves the dependence analysis and semantic class acquisition.

Although this work focuses on textual inference on apposition dependen-

cies, it would be interesting to study whether this technique could be extrap-

olated to solve other types, such as abbreviations, copulative verbs, or even

coreference resolution.

In this work we have captured information about semantic classes. This

information has been useful for our purposes, but is in fact limited. Our rep-

resentation allows selecting subgraphs to obtain morphosyntactic or semantic

structures that can be useful for other tasks. We can also take advantage of the

temporal edges to compile databases of temporal relations.

Regarding the representation used, we have in mind several ideas to im-

prove it. First, we can take advantage of the information that is hidden on

the text, but that people recover effortlessly [Peñas and Ovchinnikova, 2012].

Authors do not include information that they assume that their readers know,

because its inclusion would mean an extra importance. The problem is that

automatic systems cannot recover this information because they lack of the

background knowledge necessary and the inference capabilities to use it.

One way to do it is to use type coercion to substitute general syntactic edges

of structures that tend to contain this information, such as genitives or nominal

compounds, for other edges more specific that point to the nature of the rela-

tion between the components could help to improve the information extraction

systems.

Other opportunity of improvement is to include a system of event corefer-
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ence [Humphreys et al., 1997, Hasler et al., 2006], and perform a collapsing to

the one of the nominal compounds. This technique aims to improve the cohe-

sion of the information.

Regarding the method for apposition correction, it could benefit from adding

extra semantic information. For example, we could characterize entities with

gender or age, to get more accurate measures of semantic compatibility. For

example:

David meets a friend of his wife, Peter.
Knowing that wife is a class used with females and Peter is usually a male

name leads us to consider the link between friend and Peter more appropriate.

We believe that including this method as a feature of current dependency

parsers would lead to better performance.
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APPENDIX A
GRAPH TRANSFORMATION RULES

Transformation rules for in the graph representation procedure. Written in

JESS, a ruler interpreter for Java.

A.1 Rules for semantic class extraction

(defrule ruleHasClass1

"relation(N1,N2, hasClass) :- relation(N1, N2, nn),

ner(N1)"

?r <- (Relation (word1 ?word1) (word2 ?w2)

(relation "nn"))

(test (or (?word1 isNER "PERSON")

(?word1 isNER "LOCATION")

(?word1 isNER "ORGANIZATION")))

(test (or (eq (?w2 getPOS) "NN")

(eq (?w2 getPOS) "NNS")))

(test (neq ?word1 ?w2))

=>

(modify ?r (relation "hasClass")))
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(defrule ruleFixHasClass1

"relation(N1, N2, nn), relation(N2,N3, nn) :-

relation(N1, N2, nn), relation(N1, N3, nn),

ner(N1)"

(declare (salience 1))

?r <- (Relation (word1 ?word1) (word2 ?w2)

(relation "nn"))

?r2 <- (Relation (word1 ?word1) (word2 ?w3)

(relation "nn") (OBJECT ?o2))

(test (or (?w1 isNER "PERSON")

(?w1 isNER "LOCATION")

(?w1 isNER "ORGANIZATION")))

(test (or (eq (?w2 getPOS) "NN")

(eq (?w2 getPOS) "NNS")))

(test (or (eq (?word3 getPOS) "NN")

(eq (?w3 getPOS) "NNS")))

(test (neq ?w1 ?w2))

(test (neq ?w1 ?w3))

(test (neq ?w2 ?w3))

(test (?w3 isBefore ?w2))

=>

(?o2 modify ?w1 ?w2)

(modify ?r2 (word1 ?w2)))

(defrule ruleHasClass2

"relation(N1,N2, hasClass) :- relation(N1, N2, appos),

ner(N1)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "appos"))

(test (or (?w1 isNER "PERSON")

(?w1 isNER "LOCATION")

(?w1 isNER "ORGANIZATION")))

(test (or (eq (?w2 getPOS) "NN")

(eq (?w2 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (relation "hasClass")))
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(defrule ruleHasClass3

"relation(N1,N2, hasClass) :- relation(N1, N2, abbrev),

ner(N1)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "abbrev"))

(test (or (?w1 isNER "PERSON")

(?w1 isNER "LOCATION")

(?w1 isNER "ORGANIZATION")))

(test (or (eq (?w2 getPOS) "NN")

(eq (?w2 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (relation "hasClass")))

(defrule ruleHasClass5

"relation(N2,N1,has_) :- relation(N1, N2, appos),

ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "appos"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (word1 ?w2) (word2 ?w1) (relation "hasClass")) )

(defrule ruleHasClass6

"relation(N2,N1,has_) :- relation(N1, N2, abbrev),

ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "abbrev"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")
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(?w2 isNER "ORGANIZATION")))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (word1 ?w2) (word2 ?w1) (relation "hasClass")))

(defrule ruleHasClass7

"relation(N1,N2, hasClass) :- relation(N1, N2, nsubj),

ner(N1)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "nsubj"))

(test (or (?w1 isNER "PERSON")

(?w1 isNER "LOCATION")

(?w1 isNER "ORGANIZATION")))

(test (or (eq (?w2 getPOS) "NN")

(eq (?w2 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (relation "hasClass")))

(defrule ruleHasClass11

"relation(N2,N1, hasClass) :- relation(N1, N2, prep_such_as),

ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "prep_such_as"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (word1 ?w2) (word2 ?w1) (relation "hasClass")))

(defrule ruleHasClass13

"relation(N2,N1, hasClass) :- relation(N1, N2, prep_like),
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ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "prep_like"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(modify ?r (word1 ?w2) (word2 ?w1) (relation "hasClass")) )

A.2 Rules for genitive normalization

(defrule ruleHas1

"relation(N1,N2,has_) :- relation(N1, N2, nn),

ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "nn"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (neq ?w1 ?w2))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

=>

(bind ?s (str-cat "has_"(?w1 getLemma)))

(modify ?r (word1 ?w2) (word2 ?w1) (relation ?s)))

(defrule ruleHas2

"relation(N2,N1,has_) :- relation(N1, N2, poss),

ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "poss"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))
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(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(bind ?s (str-cat "has_"(?w1 getLemma)))

(modify ?r (word1 ?w2) (word2 ?w1) (relation ?s)))

(defrule ruleHas3

"relation(N2,N1,has) :- relation(N1, N2, poss)"

(declare (salience -1))

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "poss"))

(test (neq ?w1 ?w2))

=>

(modify ?r (word1 ?w2) (word2 ?w1) (relation "has")) )

(defrule ruleHas4

"relation(N2,N1,has_) :- relation(N1, N2, prep_of),

ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "prep_of"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

(test (neq ?w1 ?w2))

=>

(bind ?s (str-cat "has_"(?w1 getLemma)))

(modify ?r (word1 ?w2) (word2 ?w1) (relation ?s)))

(defrule ruleHas6

"relation(N1,N2,hasClass), relation(N2,N3,hasClass) :-

relation(N1,N2,has_N3), relation(N2,N3,hasClass), ner(N2)"

"Si un nombre es una clase, y un segundo nombre posee

el primero, la posesion es del tipo de la clase"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "has")),

(Relation (word1 ?w2) (word2 ?w3) (relation "hasClass"))
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(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (?w3 areConsecutive ?w2))

=>

(bind ?s (str-cat "has_"(?w3 getLemma)))

(modify ?r (relation ?s)))

(defrule ruleHas7

"relation(N2,N1,has_) :- relation(N1, N2, nsubj), ner(N2)"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "nsubj"))

(test (or (?w2 isNER "PERSON")

(?w2 isNER "LOCATION")

(?w2 isNER "ORGANIZATION")))

(test (neq ?w1 ?w2))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

=>

(bind ?s (str-cat "has_"(?w1 getLemma)))

(modify ?r (word1 ?w2) (word2 ?w1) (relation ?s)))

A.3 Rules for naïve semantic role labeling

(defrule rulePassive1

"nsubj-> arg0"

?r <- (Relation (word1 ?w1) (relation "nsubj"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg0")))

(defrule rulePassive2

"xsubj-> arg0"

?r <- (Relation (word1 ?w1) (relation "xsubj"))
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(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg0")))

(defrule rulePassive3

"csubj-> arg0"

?r <- (Relation (word1 ?w1) (relation "csubj"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg0")))

(defrule rulePassive4

"agent-> arg0"

?r <- (Relation (word1 ?w1) (relation "agent"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg0")))

(defrule rulePassive5

"nsubjpass + arg1 -> arg2"

(declare (salience -1))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "nsubjpass"))

?r2 <- (Relation (word1 ?w1) (word2 ?)

(relation "arg1"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg2")))

(defrule rulePassive6

"nsubjpass-> arg1"
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?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "nsubjpass"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg1")))

(defrule rulePassive7

"dobj-> arg1"

?r <- (Relation (word1 ?w1) (relation "dobj"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg1")))

(defrule rulePassive8

"iobj-> arg2"

?r <- (Relation (word1 ?w1) (relation "iobj"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg2")))

(defrule rulePassive9

"partmod(x1,x2)-> arg1(x2,x1)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "partmod"))

(test (neq ((?w2 getListEvent) size) 0))

=>

(modify ?r (word1 ?w2) (word2 ?w1) (relation "arg1")) )

(defrule rulePassive10

"xcomp-> arg1"

?r <- (Relation (word1 ?w1) (relation "xcomp"))
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(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg1")))

(defrule rulePassive11

"ccomp-> arg1"

?r <- (Relation (word1 ?w1) (relation "ccomp"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg1")))

(defrule rulePassive12

"xcomp + arg1 -> arg2"

(declare (salience -1))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "xcomp"))

?r2 <- (Relation (word1 ?w1) (word2 ?)

(relation "arg1"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg2")))

(defrule rulePassive13

"ccomp + arg1 -> arg2"

(declare (salience -1))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "ccomp"))

?r2 <- (Relation (word1 ?w1) (word2 ?)

(relation "arg1"))

(test (neq ((?w1 getListEvent) size) 0))

=>

(modify ?r (relation "arg2")))
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A.4 Rules for semantic edges addition

(defrule ruleBe1

"relation(N1,N2,is) :- relation(N1, N2, nsubj),

relation(N1, N3, cop)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "nsubj"))

?r2 <- (Relation (word1 ?w1) (word2 ?w3)

(relation "cop") (OBJECT ?o2))

(test (or (eq (?w1 getPOS) "NN")

(eq (?w1 getPOS) "NNS")))

=>

(?o2 delete)

(retract ?r2)

(modify ?r (word1 ?w2) (word2 ?w1) (relation "is")))

(defrule ruleHasAge1

"relation(Person,Number,hasAge) :-

relation(Person, Number, appos)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "appos"))

(test (neq ((?w1 getListNamedEntity) size) 0))

(test (neq ((?w2 getListNamedEntity) size) 0))

(test (?w1 isNER "PERSON"))

(test (?w2 isNER "NUMBER"))

(test (neq ?w1 ?w2))

=>

(modify ?r (relation "hasAge")))

(defrule ruleHasAge2

"relation(Person,Number,hasAge) :-

relation(Person, Number, abbrev)"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "abbrev"))

(test (neq ((?w1 getListNamedEntity) size) 0))

(test (neq ((?w2 getListNamedEntity) size) 0))
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(test (?w1 isNER "PERSON"))

(test (?w2 isNER "NUMBER"))

(test (neq ?w1 ?w2))

=>

(modify ?r (relation "hasAge")) )

(defrule ruleGender1

"relation(Person, Male, gender) :-

relation(Person, he, coreference)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "coreference"))

(test (?w1 isNER "PERSON"))

(test (eq (?w2 getLemma) "he"))

(test (neq ?w1 ?w2))

=>

(?w2 addData "GENDER" "MALE") )

(defrule ruleGender1b

"relation(Person, Male, gender) :-

relation(he, Person, coreference)"

?r <- (Relation (word1 ?w2) (word2 ?w1)

(relation "coreference"))

(test (?w1 isNER "PERSON"))

(test (eq (?w2 getLemma) "he"))

(test (neq ?w1 ?w2))

=>

(?w2 addData "GENDER" "MALE") )

(defrule ruleGender2

"relation(Person, Female, gender) :-

relation(Person, she, coreference)"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "coreference"))

(test (?w1 isNER "PERSON"))

(test (eq (?w2 getLemma) "she"))
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(test (neq ?w1 ?w2))

=>

(?w2 addData "GENDER" "FEMALE") )

(defrule ruleGender2b

"relation(Person, Female, gender) :-

relation(she, Person, coreference)"

?r <- (Relation (word1 ?w2) (word2 ?w1)

(relation "coreference"))

(test (?w1 isNER "PERSON"))

(test (eq (?w2 getLemma) "she"))

(test (neq ?w1 ?w2))

=>

(?w2 addData "GENDER" "FEMALE") )

A.5 Rules for delete spurious relations in the enriched rep-

resentation

(defrule ruleCleanCollapsed1

"Delete repeated nn relations"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "nn"))

?r2 <- (Relation (word1 ?w1) (word2 ?w2) (relation "nn")

(OBJECT ?o2))

(test (neq ?r ?r2))

=>

(?o2 delete)

(retract ?r2))

(defrule ruleCleanCollapsed2

"Delete repeated amod relations"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation "nn"))

?r2 <- (Relation (word1 ?w1) (word2 ?w2) (relation "amod")

(OBJECT ?o2))

=>



104 / GRAPH TRANSFORMATION RULES (A)

(?o2 delete)

(retract ?r2))

(defrule ruleCleanCollapsed3

"Delete repeated relations"

?r <- (Relation (word1 ?w1) (word2 ?w2) (relation ?s))

?r2 <- (Relation (word1 ?w1) (word2 ?w2) (relation ?s)

(OBJECT ?o2))

(test (neq ?r ?r2))

=>

(?o2 delete)

(retract ?r2))

(defrule ruleCleanAutoReferences

"Delete auto references"

?r <- (Relation (word1 ?w1) (word2 ?w1) (relation ?s)

(OBJECT ?o))

=>

(?o delete)

(retract ?r) )

(defrule ruleFixCoreference2

"Delete coreference between an instance and a class"

(declare (salience 1))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "hasClass"))

?r2 <- (Relation (word1 ?w3) (word2 ?w2)

(relation "coreference")

(OBJECT ?o2))

=>

(?o2 delete)

(retract ?r2))

(defrule ruleFixCoreference2b

"borrar la correferencia entre una entidad y su clase"

(declare (salience 1))

?r <- (Relation (word1 ?w1) (word2 ?w2)
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(relation "hasClass"))

?r2 <- (Relation (word1 ?w2) (word2 ?w3)

(relation "coreference") (OBJECT ?o2))

=>

(?o2 delete)

(retract ?r2))

(defrule ruleFixCoreference3

"Delete coreference between an instance and a class"

(declare (salience 1))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "is"))

?r2 <- (Relation (word1 ?w3) (word2 ?w2)

(relation "coreference") (OBJECT ?o2))

=>

(?o2 delete)

(retract ?r2))

(defrule ruleFixCoreference3b

"Delete coreference between an instance and a class"

(declare (salience 1))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "is"))

?r2 <- (Relation (word1 ?w2) (word2 ?w3)

(relation "coreference") (OBJECT ?o2))

=>

(?o2 delete)

(retract ?r2))

(defrule rulePointClassGovernor1

"relation(N1,N2,hasClass), relation(N3,N1,relation) :-

relation(N1,N2,hasClass), relation(N3,N2,relation)"

(declare (salience -1))

(Relation (word1 ?w1) (word2 ?w2) (relation "hasClass"))

?r <- (Relation (word1 ?w3) (word2 ?w2) (OBJECT ?o2))

(test (neq ?w1 ?w2))

(test (neq ?w1 ?w3))

(test (neq ?w2 ?w3))
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=>

(?o2 modify ?w2 ?w1)

(modify ?r (word2 ?w1)))

(defrule rulePointClassGovernor2

"Delete reciprocal hasClass relations"

(declare (salience 0))

(Relation (word1 ?w1) (word2 ?w2) (relation "hasClass"))

?r <- (Relation (word1 ?w2) (word2 ?w1)

(relation "hasClass") (OBJECT ?o2))

(Relation (word1 ?w3) (word2 ?w2))

(test (neq ?w1 ?w2))

(test (neq ?w1 ?w3))

(test (neq ?w2 ?w3))

=>

(?o2 delete)

(retract ?r))

(defrule ruleHidePRP1

"Avoid pronouns in the descriptors"

(declare (salience -2))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "coreference"))

(test ((?w2 getPOS) startsWith "PRP"))

(test (?w1 getVisible))

(test (neq ?w1 ?w2))

=>

(?w2 setVisible FALSE))

(defrule ruleHidePRP1b

"Avoid pronouns in the descriptors"

(declare (salience -2))

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation "coreference"))

(test ((?w1 getPOS) startsWith "PRP"))

(test (?w2 getVisible))
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(test (neq ?w1 ?w2))

=>

(?w1 setVisible FALSE))

(defrule ruleCollapseClasses1

"A class is an attribute of the node"

(declare (salience -1))

(Relation (word1 ?w1) (word2 ?w2) (relation "hasClass"))

(test (neq ?w1 ?w2))

=>

(?w1 addClass (?w2 getLemma)))

(defrule rulePositionTimeX31

"Set temporal expressions as childs of a event node"

?r <- (Relation (word1 ?w1) (word2 ?w2)

(relation ?relation))

?r2 <- (Relation (word1 ?w2) (word2 ?w3)

(relation ?relation2) (OBJECT ?o2))

(test (neq ((?w1 getListEvent) size) 0))

(test (eq ((?w2 getListEvent) size) 0))

(test (neq ((?w3 getListTimeX3) size) 0))

(test (neq ?w1 ?w2))

(test (neq ?w1 ?w3))

(test (neq ?w2 ?w3))

(test (neq ?relation "SIMULTANEOUS"))

(test (neq ?relation "INCLUDES"))

(test (neq ?relation "BEGUN_BY"))

(test (neq ?relation "ENDED"))

(test (neq ?relation "BEFORE"))

(test (?relation2 startsWith "prep"))

=>

(?o2 modify ?w2 ?w1)

(modify ?r2 (word1 ?w1)))





APPENDIX B
GRAPH REPRESENTATION

This appendix shows an example of the representation of a document as a

graph as described in Chapter 3.

The document represented is:

Wu Shu-chen, the former first wife, visited her husband Chen Shui-bian in

detention in the morning. She was accompanied by their son Chen Chih-chung

and Lawrence Gao, a Democratic Progressive Party lawmaker.

B.1 Initial Representation

B.1.1 DOT output

digraph document {

"node1"[color=green]

"node1"[label="Wu[NNP,Wu]_1_1 Shu-chen[NNP,Shu-chen]_2_1,

NER:PERSON"]

"node5"[color=green]

"node5"[label="first[JJ,first]_6_1, NER:ORDINAL"]

"node11"[color=green]

"node11"[label="Chen[NNP,Chen]_12_1 Shui-bian[NNP,Shui-bian]_13_1,

NER:PERSON"]

"node15"[color=green]

109
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"node15"[label="the[DT,the]_17_1 morning[NN,morning]_18_1, NER:TIME"]

"node23"[color=green]

"node23"[label="Chen[NNP,Chen]_7_2 Chih-chung[NNP,Chih-chung]_8_2,

NER:PERSON"]

"node25"[color=green]

"node25"[label="Lawrence[NNP,Lawrence]_10_2 Gao[NNP,Gao]_11_2,

NER:PERSON"]

"node28"[color=green]

"node28"[label="Democratic[JJ,democratic]_14_2

Progressive[NNP,Progressive]_15_2 Party[NNP,Party]_16_2,

NER:ORGANIZATION"]

"node2"[label=",[,,,]_3_1"]

"node3"[label="the[DT,the]_4_1"]

"node4"[label="former[JJ,former]_5_1"]

"node6"[label="wife[NN,wife]_7_1"]

"node7"[label=",[,,,]_8_1"]

"node9"[label="her[PRP$,she]_10_1"]

"node10"[label="husband[NN,husband]_11_1"]

"node12"[label="in[IN,in]_14_1"]

"node13"[label="detention[NN,detention]_15_1"]

"node14"[label="in[IN,in]_16_1"]

"node16"[label=".[.,.]_19_1"]

"node17"[label="She[PRP,she]_1_2"]

"node20"[label="by[IN,by]_4_2"]

"node21"[label="their[PRP$,they]_5_2"]

"node22"[label="son[NN,son]_6_2"]

"node24"[label="and[CC,and]_9_2"]

"node26"[label=",[,,,]_12_2"]

"node27"[label="a[DT,a]_13_2"]

"node29"[label="lawmaker[NN,lawmaker]_17_2"]

"node30"[label=".[.,.]_18_2"]

"node8"[color=blue]

"node8"[label="visited[VBD,visit]_9_1, ASPECT:NONE, TENSE:PAST,

POLARITY:POS"]

"node18"[color=blue]

"node18"[label="was[VBD,be]_2_2 accompanied[VBN,accompany]_3_2,

ASPECT:NONE, TENSE:PAST, POLARITY:POS"]

"node1" -> "node1" [label = "nn"]

"node8" -> "node1" [label = "nsubj"]

"node6" -> "node3" [label = "det"]

"node6" -> "node4" [label = "amod"]

"node6" -> "node5" [label = "amod"]



GRAPH REPRESENTATION (B) / 111

"node1" -> "node6" [label = "appos"]

"node11" -> "node9" [label = "poss"]

"node11" -> "node10" [label = "nn"]

"node11" -> "node11" [label = "nn"]

"node8" -> "node11" [label = "dobj"]

"node11" -> "node13" [label = "prep_in"]

"node15" -> "node15" [label = "det"]

"node8" -> "node15" [label = "prep_in"]

"node18" -> "node17" [label = "nsubjpass"]

"node18" -> "node18" [label = "auxpass"]

"node23" -> "node21" [label = "poss"]

"node23" -> "node22" [label = "nn"]

"node23" -> "node23" [label = "nn"]

"node18" -> "node23" [label = "agent"]

"node25" -> "node25" [label = "nn"]

"node18" -> "node25" [label = "agent"]

"node23" -> "node25" [label = "conj_and"]

"node29" -> "node27" [label = "det"]

"node29" -> "node28" [label = "amod"]

"node29" -> "node28" [label = "nn"]

"node29" -> "node28" [label = "nn"]

"node23" -> "node29" [label = "appos"]

"node1" -> "node6" [label=StanfordCoreference, style=dotted]

"node1" -> "node9" [label=StanfordCoreference, style=dotted]

"node1" -> "node17" [label=StanfordCoreference, style=dotted]

"node23" -> "node29" [label=StanfordCoreference, style=dotted]

"node8" -> "node18" [label=BEFORE, color=blue]

}

B.1.2 JSON output

29 32

1 {"tokens":[{"id":"1", "word":"Wu", "lemma":"Wu", "POS":"NNP",

"NER":"PERSON", "position":"1", "numSentence":"1"}, {"id":"2",

"word":"Shu-chen", "lemma":"Shu-chen", "POS":"NNP",

"NER":"PERSON", "position":"2", "numSentence":"1"}],

"DESCRIPTOR":"Wu Shu-chen", "NER":"PERSON"}

5 {"tokens":[{"id":"6", "word":"first", "lemma":"first", "POS":"JJ",

"NER":"ORDINAL", "position":"6", "numSentence":"1"}],

"DESCRIPTOR":"first", "NER":"ORDINAL"}

11 {"tokens":[{"id":"12", "word":"Chen", "lemma":"Chen",

"POS":"NNP", "NER":"PERSON", "position":"12",

"numSentence":"1"}, {"id":"13", "word":"Shui-bian",
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"lemma":"Shui-bian", "POS":"NNP", "NER":"PERSON",

"position":"13", "numSentence":"1"}], "DESCRIPTOR":"Chen

Shui-bian", "NER":"PERSON"}

15 {"tokens":[{"id":"17", "word":"the", "lemma":"the", "POS":"DT",

"NER":"TIME", "position":"17", "numSentence":"1"}, {"id":"18",

"word":"morning", "lemma":"morning", "POS":"NN", "NER":"TIME",

"position":"18", "numSentence":"1"}], "DESCRIPTOR":"the

morning", "NER":"TIME"}

23 {"tokens":[{"id":"26", "word":"Chen", "lemma":"Chen",

"POS":"NNP", "NER":"PERSON", "position":"7", "numSentence":"2"},

{"id":"27", "word":"Chih-chung", "lemma":"Chih-chung",

"POS":"NNP", "NER":"PERSON", "position":"8",

"numSentence":"2"}], "DESCRIPTOR":"Chen Chih-chung",

"NER":"PERSON"}

25 {"tokens":[{"id":"29", "word":"Lawrence", "lemma":"Lawrence",

"POS":"NNP", "NER":"PERSON", "position":"10",

"numSentence":"2"}, {"id":"30", "word":"Gao", "lemma":"Gao",

"POS":"NNP", "NER":"PERSON", "position":"11",

"numSentence":"2"}], "DESCRIPTOR":"Lawrence Gao", "NER":"PERSON"}

28 {"tokens":[{"id":"33", "word":"Democratic", "lemma":"democratic",

"POS":"JJ", "NER":"ORGANIZATION", "position":"14",

"numSentence":"2"}, {"id":"34", "word":"Progressive",

"lemma":"Progressive", "POS":"NNP", "NER":"ORGANIZATION",

"position":"15", "numSentence":"2"}, {"id":"35", "word":"Party",

"lemma":"Party", "POS":"NNP", "NER":"ORGANIZATION",

"position":"16", "numSentence":"2"}], "DESCRIPTOR":"Democratic

Progressive Party", "NER":"ORGANIZATION"}

2 {"tokens":[{"id":"3", "word":", ", "lemma":", ", "POS":", ",

"NER":"O", "position":"3", "numSentence":"1"}], "DESCRIPTOR":",

"}

3 {"tokens":[{"id":"4", "word":"the", "lemma":"the", "POS":"DT",

"NER":"O", "position":"4", "numSentence":"1"}],

"DESCRIPTOR":"the"}

4 {"tokens":[{"id":"5", "word":"former", "lemma":"former",

"POS":"JJ", "NER":"O", "position":"5", "numSentence":"1"}],

"DESCRIPTOR":"former"}

6 {"tokens":[{"id":"7", "word":"wife", "lemma":"wife", "POS":"NN",

"NER":"O", "position":"7", "numSentence":"1"}],

"DESCRIPTOR":"wife"}

7 {"tokens":[{"id":"8", "word":", ", "lemma":", ", "POS":", ",

"NER":"O", "position":"8", "numSentence":"1"}], "DESCRIPTOR":",

"}
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9 {"tokens":[{"id":"10", "word":"her", "lemma":"she", "POS":"PRP$",

"NER":"O", "position":"10", "numSentence":"1"}],

"DESCRIPTOR":"she"}

10 {"tokens":[{"id":"11", "word":"husband", "lemma":"husband",

"POS":"NN", "NER":"O", "position":"11", "numSentence":"1"}],

"DESCRIPTOR":"husband"}

12 {"tokens":[{"id":"14", "word":"in", "lemma":"in", "POS":"IN",

"NER":"O", "position":"14", "numSentence":"1"}],

"DESCRIPTOR":"in"}

13 {"tokens":[{"id":"15", "word":"detention", "lemma":"detention",

"POS":"NN", "NER":"O", "position":"15", "numSentence":"1"}],

"DESCRIPTOR":"detention"}

14 {"tokens":[{"id":"16", "word":"in", "lemma":"in", "POS":"IN",

"NER":"O", "position":"16", "numSentence":"1"}],

"DESCRIPTOR":"in"}

16 {"tokens":[{"id":"19", "word":".", "lemma":".", "POS":".",

"NER":"O", "position":"19", "numSentence":"1"}],

"DESCRIPTOR":"."}

17 {"tokens":[{"id":"20", "word":"She", "lemma":"she", "POS":"PRP",

"NER":"O", "position":"1", "numSentence":"2"}],

"DESCRIPTOR":"she"}

20 {"tokens":[{"id":"23", "word":"by", "lemma":"by", "POS":"IN",

"NER":"O", "position":"4", "numSentence":"2"}],

"DESCRIPTOR":"by"}

21 {"tokens":[{"id":"24", "word":"their", "lemma":"they",

"POS":"PRP$", "NER":"O", "position":"5", "numSentence":"2"}],

"DESCRIPTOR":"they"}

22 {"tokens":[{"id":"25", "word":"son", "lemma":"son", "POS":"NN",

"NER":"O", "position":"6", "numSentence":"2"}],

"DESCRIPTOR":"son"}

24 {"tokens":[{"id":"28", "word":"and", "lemma":"and", "POS":"CC",

"NER":"O", "position":"9", "numSentence":"2"}],

"DESCRIPTOR":"and"}

26 {"tokens":[{"id":"31", "word":", ", "lemma":", ", "POS":", ",

"NER":"O", "position":"12", "numSentence":"2"}], "DESCRIPTOR":",

"}

27 {"tokens":[{"id":"32", "word":"a", "lemma":"a", "POS":"DT",

"NER":"O", "position":"13", "numSentence":"2"}],

"DESCRIPTOR":"a"}

29 {"tokens":[{"id":"36", "word":"lawmaker", "lemma":"lawmaker",

"POS":"NN", "NER":"O", "position":"17", "numSentence":"2"}],

"DESCRIPTOR":"lawmaker"}
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30 {"tokens":[{"id":"37", "word":".", "lemma":".", "POS":".",

"NER":"O", "position":"18", "numSentence":"2"}],

"DESCRIPTOR":"."}

8 {"tokens":[{"id":"9", "word":"visited", "lemma":"visit",

"POS":"VBD", "NER":"O", "position":"9", "numSentence":"1"}],

"DESCRIPTOR":"visit", "ASPECT":"NONE", "TENSE":"PAST",

"POLARITY":"POS"}

18 {"tokens":[{"id":"21", "word":"was", "lemma":"be", "POS":"VBD",

"NER":"O", "position":"2", "numSentence":"2"}, {"id":"22",

"word":"accompanied", "lemma":"accompany", "POS":"VBN",

"NER":"O", "position":"3", "numSentence":"2"}],

"DESCRIPTOR":"accompany", "ASPECT":"NONE", "TENSE":"PAST",

"POLARITY":"POS"}

1 1 {"type":"nn"}

8 1 {"type":"nsubj"}

6 3 {"type":"det"}

6 4 {"type":"amod"}

6 5 {"type":"amod"}

1 6 {"type":"appos"}

11 9 {"type":"poss"}

11 10 {"type":"nn"}

11 11 {"type":"nn"}

8 11 {"type":"dobj"}

11 13 {"type":"prep_in"}

15 15 {"type":"det"}

8 15 {"type":"prep_in"}

18 17 {"type":"nsubjpass"}

18 18 {"type":"auxpass"}

23 21 {"type":"poss"}

23 22 {"type":"nn"}

23 23 {"type":"nn"}

18 23 {"type":"agent"}

25 25 {"type":"nn"}

18 25 {"type":"agent"}

23 25 {"type":"conj_and"}

29 27 {"type":"det"}

29 28 {"type":"amod"}

29 28 {"type":"nn"}

29 28 {"type":"nn"}

23 29 {"type":"appos"}

1 6 {"type":"coreference"}

1 9 {"type":"coreference"}
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1 17 {"type":"coreference"}

23 29 {"type":"coreference"}

8 18 {"type":"BEFORE"}

B.2 Enriched Representation

B.2.1 DOT output

digraph document {

"discourseReferent31" [label="Wu[NNP,Wu]_1_1

Shu-chen[NNP,Shu-chen]_2_1 NER: PERSON DESCRIPTOR: Wu Shu-chen

POS: NP GENDER:[FEMALE] CLASS:WIFE ", color=green]

"discourseReferent32" [label="first[JJ,first]_6_1 NER: ORDINAL

DESCRIPTOR: first POS: NP ", color=green]

"discourseReferent33" [label="Chen[NNP,Chen]_12_1

Shui-bian[NNP,Shui-bian]_13_1 NER: PERSON DESCRIPTOR: Chen

Shui-bian POS: NP CLASS:HUSBAND ", color=green]

"discourseReferent34" [label="the[DT,the]_17_1

morning[NN,morning]_18_1 NER: TIME DESCRIPTOR: the morning

POS: NP ", color=green]

"discourseReferent35" [label="Chen[NNP,Chen]_7_2

Chih-chung[NNP,Chih-chung]_8_2 NER: PERSON DESCRIPTOR: Chen

Chih-chung POS: NP CLASS:SON CLASS:LAWMAKER ", color=green]

"discourseReferent36" [label="Lawrence[NNP,Lawrence]_10_2

Gao[NNP,Gao]_11_2 NER: PERSON DESCRIPTOR: Lawrence Gao POS:

NP ", color=green]

"discourseReferent37" [label="Democratic[JJ,democratic]_14_2

Progressive[NNP,Progressive]_15_2 Party[NNP,Party]_16_2 NER:

ORGANIZATION DESCRIPTOR: Democratic Progressive Party POS: NP

", color=green]

"discourseReferent38" [label=",[,,,]_3_1 DESCRIPTOR: , POS: , "]

"discourseReferent39" [label="the[DT,the]_4_1 DESCRIPTOR: the POS:

DT "]

"discourseReferent40" [label="former[JJ,former]_5_1 DESCRIPTOR:

former POS: JJ "]

"discourseReferent41" [label="wife[NN,wife]_7_1 DESCRIPTOR: wife

POS: N "]

"discourseReferent42" [label=",[,,,]_8_1 DESCRIPTOR: , POS: , "]

"discourseReferent43" [label="visited[VBD,visit]_9_1 DESCRIPTOR:

visit POS: V TENSE: PAST ASPECT: NONE POLARITY: POS

",color=blue]

"discourseReferent45" [label="husband[NN,husband]_11_1 DESCRIPTOR:

husband POS: N "]
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"discourseReferent46" [label="in[IN,in]_14_1 DESCRIPTOR: in POS:

IN "]

"discourseReferent47" [label="detention[NN,detention]_15_1

DESCRIPTOR: detention POS: N "]

"discourseReferent48" [label="in[IN,in]_16_1 DESCRIPTOR: in POS:

IN "]

"discourseReferent49" [label=".[.,.]_19_1 DESCRIPTOR: . POS: . "]

"discourseReferent51" [label="was[VBD,be]_2_2

accompanied[VBN,accompany]_3_2 DESCRIPTOR: accompany POS: V

TENSE: PAST ASPECT: NONE POLARITY: POS ",color=blue]

"discourseReferent53" [label="by[IN,by]_4_2 DESCRIPTOR: by POS: IN

"]

"discourseReferent54" [label="their[PRP$,they]_5_2 DESCRIPTOR: they

POS: PRP$ "]

"discourseReferent55" [label="son[NN,son]_6_2 DESCRIPTOR: son POS:

N "]

"discourseReferent56" [label="and[CC,and]_9_2 DESCRIPTOR: and POS:

CC "]

"discourseReferent57" [label=",[,,,]_12_2 DESCRIPTOR: , POS: , "]

"discourseReferent58" [label="a[DT,a]_13_2 DESCRIPTOR: a POS: DT "]

"discourseReferent59" [label="lawmaker[NN,lawmaker]_17_2

DESCRIPTOR: lawmaker POS: N "]

"discourseReferent60" [label=".[.,.]_18_2 DESCRIPTOR: . POS: . "]

"discourseReferent33" -> "discourseReferent45" [label = "hasClass"]

"discourseReferent37" -> "discourseReferent35" [label =

"has_lawmaker"]

"discourseReferent33" -> "discourseReferent47" [label = "prep_in"]

"discourseReferent41" -> "discourseReferent32" [label = "amod"]

"discourseReferent43" -> "discourseReferent51" [label = "BEFORE",

color=blue]

"discourseReferent35" -> "discourseReferent59" [label = "hasClass"]

"discourseReferent31" -> "discourseReferent41" [label = "hasClass"]

"discourseReferent54" -> "discourseReferent35" [label = "has_son"]

"discourseReferent41" -> "discourseReferent40" [label = "amod"]

"discourseReferent41" -> "discourseReferent39" [label = "det"]

"discourseReferent51" -> "discourseReferent36" [label = "arg0"]

"discourseReferent43" -> "discourseReferent33" [label = "arg1"]

"discourseReferent31" -> "discourseReferent33" [label =

"has_husband"]

"discourseReferent43" -> "discourseReferent34" [label = "prep_in"]

"discourseReferent59" -> "discourseReferent58" [label = "det"]

"discourseReferent51" -> "discourseReferent31" [label = "arg1"]
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"discourseReferent43" -> "discourseReferent31" [label = "arg0"]

"discourseReferent35" -> "discourseReferent55" [label = "hasClass"]

"discourseReferent35" -> "discourseReferent36" [label = "conj_and"]

"discourseReferent51" -> "discourseReferent35" [label = "arg0"]

}

B.2.2 JSON output

27 22

31 {"1":{"tokens":[{"id":"1", "word":"Wu", "lemma":"Wu",

"POS":"NNP", "NER":"PERSON", "position":"1", "numSentence":"1"},

{"id":"2", "word":"Shu-chen", "lemma":"Shu-chen", "POS":"NNP",

"NER":"PERSON", "position":"2", "numSentence":"1"}],

"DESCRIPTOR":"Wu Shu-chen", "CLASS":["WIFE"], "NER":"PERSON"},

"9":{"tokens":[{"id":"10", "word":"her", "lemma":"she",

"POS":"PRP$", "NER":"O", "position":"10", "numSentence":"1"}],

"DESCRIPTOR":"she", "GENDER":"FEMALE"},

"17":{"tokens":[{"id":"20", "word":"She", "lemma":"she",

"POS":"PRP", "NER":"O", "position":"1", "numSentence":"2"}],

"DESCRIPTOR":"she", "GENDER":"FEMALE"}, "DESCRIPTOR": "Wu

Shu-chen", "NER": "PERSON", "POS": "NE", "GENDER":["FEMALE"],

"CLASS":["WIFE"]}

32 {"5":{"tokens":[{"id":"6", "word":"first", "lemma":"first",

"POS":"JJ", "NER":"ORDINAL", "position":"6",

"numSentence":"1"}], "DESCRIPTOR":"first", "NER":"ORDINAL"},

"DESCRIPTOR": "first", "NER": "ORDINAL", "POS": "NE"}

33 {"11":{"tokens":[{"id":"12", "word":"Chen", "lemma":"Chen",

"POS":"NNP", "NER":"PERSON", "position":"12",

"numSentence":"1"}, {"id":"13", "word":"Shui-bian",

"lemma":"Shui-bian", "POS":"NNP", "NER":"PERSON",

"position":"13", "numSentence":"1"}], "DESCRIPTOR":"Chen

Shui-bian", "CLASS":["HUSBAND"], "NER":"PERSON"}, "DESCRIPTOR":

"Chen Shui-bian", "NER": "PERSON", "POS": "NE",

"CLASS":["HUSBAND"]}

34 {"15":{"tokens":[{"id":"17", "word":"the", "lemma":"the",

"POS":"DT", "NER":"TIME", "position":"17", "numSentence":"1"},

{"id":"18", "word":"morning", "lemma":"morning", "POS":"NN",

"NER":"TIME", "position":"18", "numSentence":"1"}],

"DESCRIPTOR":"the morning", "NER":"TIME"}, "DESCRIPTOR": "the

morning", "NER": "TIME", "POS": "NE"}

35 {"23":{"tokens":[{"id":"26", "word":"Chen", "lemma":"Chen",

"POS":"NNP", "NER":"PERSON", "position":"7", "numSentence":"2"},

{"id":"27", "word":"Chih-chung", "lemma":"Chih-chung",
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"POS":"NNP", "NER":"PERSON", "position":"8",

"numSentence":"2"}], "DESCRIPTOR":"Chen Chih-chung",

"CLASS":["SON", "LAWMAKER"], "NER":"PERSON"}, "DESCRIPTOR":

"Chen Chih-chung", "NER": "PERSON", "POS": "NE",

"CLASS":["SON", "LAWMAKER"]}

36 {"25":{"tokens":[{"id":"29", "word":"Lawrence",

"lemma":"Lawrence", "POS":"NNP", "NER":"PERSON",

"position":"10", "numSentence":"2"}, {"id":"30", "word":"Gao",

"lemma":"Gao", "POS":"NNP", "NER":"PERSON", "position":"11",

"numSentence":"2"}], "DESCRIPTOR":"Lawrence Gao",

"NER":"PERSON"}, "DESCRIPTOR": "Lawrence Gao", "NER": "PERSON",

"POS": "NE"}

37 {"28":{"tokens":[{"id":"33", "word":"Democratic",

"lemma":"democratic", "POS":"JJ", "NER":"ORGANIZATION",

"position":"14", "numSentence":"2"}, {"id":"34",

"word":"Progressive", "lemma":"Progressive", "POS":"NNP",

"NER":"ORGANIZATION", "position":"15", "numSentence":"2"},

{"id":"35", "word":"Party", "lemma":"Party", "POS":"NNP",

"NER":"ORGANIZATION", "position":"16", "numSentence":"2"}],

"DESCRIPTOR":"Democratic Progressive Party",

"NER":"ORGANIZATION"}, "DESCRIPTOR": "Democratic Progressive

Party", "NER": "ORGANIZATION", "POS": "NE"}

38 {"2":{"tokens":[{"id":"3", "word":", ", "lemma":", ", "POS":", ",

"NER":"O", "position":"3", "numSentence":"1"}], "DESCRIPTOR":",

"}, "DESCRIPTOR": ", ", "POS": ", "}

39 {"3":{"tokens":[{"id":"4", "word":"the", "lemma":"the",

"POS":"DT", "NER":"O", "position":"4", "numSentence":"1"}],

"DESCRIPTOR":"the"}, "DESCRIPTOR": "the", "POS": "DT"}

40 {"4":{"tokens":[{"id":"5", "word":"former", "lemma":"former",

"POS":"JJ", "NER":"O", "position":"5", "numSentence":"1"}],

"DESCRIPTOR":"former"}, "DESCRIPTOR": "former", "POS": "JJ"}

41 {"6":{"tokens":[{"id":"7", "word":"wife", "lemma":"wife",

"POS":"NN", "NER":"O", "position":"7", "numSentence":"1"}],

"DESCRIPTOR":"wife"}, "DESCRIPTOR": "wife", "POS": "N"}

42 {"7":{"tokens":[{"id":"8", "word":", ", "lemma":", ", "POS":", ",

"NER":"O", "position":"8", "numSentence":"1"}], "DESCRIPTOR":",

"}, "DESCRIPTOR": ", ", "POS": ", "}

43 {"8":{"tokens":[{"id":"9", "word":"visited", "lemma":"visit",

"POS":"VBD", "NER":"O", "position":"9", "numSentence":"1"}],

"DESCRIPTOR":"visit", "ASPECT":"NONE", "TENSE":"PAST",

"POLARITY":"POS"}, "DESCRIPTOR": "visit", "POS": "V",

"ASPECT": "NONE", "TENSE": "PAST", "POLARITY": "POS"}
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45 {"10":{"tokens":[{"id":"11", "word":"husband", "lemma":"husband",

"POS":"NN", "NER":"O", "position":"11", "numSentence":"1"}],

"DESCRIPTOR":"husband"}, "DESCRIPTOR": "husband", "POS": "N"}

46 {"12":{"tokens":[{"id":"14", "word":"in", "lemma":"in",

"POS":"IN", "NER":"O", "position":"14", "numSentence":"1"}],

"DESCRIPTOR":"in"}, "DESCRIPTOR": "in", "POS": "IN"}

47 {"13":{"tokens":[{"id":"15", "word":"detention",

"lemma":"detention", "POS":"NN", "NER":"O", "position":"15",

"numSentence":"1"}], "DESCRIPTOR":"detention"}, "DESCRIPTOR":

"detention", "POS": "N"}

48 {"14":{"tokens":[{"id":"16", "word":"in", "lemma":"in",

"POS":"IN", "NER":"O", "position":"16", "numSentence":"1"}],

"DESCRIPTOR":"in"}, "DESCRIPTOR": "in", "POS": "IN"}

49 {"16":{"tokens":[{"id":"19", "word":".", "lemma":".", "POS":".",

"NER":"O", "position":"19", "numSentence":"1"}],

"DESCRIPTOR":"."}, "DESCRIPTOR": ".", "POS": "."}

51 {"18":{"tokens":[{"id":"21", "word":"was", "lemma":"be",

"POS":"VBD", "NER":"O", "position":"2", "numSentence":"2"},

{"id":"22", "word":"accompanied", "lemma":"accompany",

"POS":"VBN", "NER":"O", "position":"3", "numSentence":"2"}],

"DESCRIPTOR":"accompany", "ASPECT":"NONE", "TENSE":"PAST",

"POLARITY":"POS"}, "DESCRIPTOR": "accompany", "POS": "V",

"ASPECT": "NONE", "TENSE": "PAST", "POLARITY": "POS"}

53 {"20":{"tokens":[{"id":"23", "word":"by", "lemma":"by",

"POS":"IN", "NER":"O", "position":"4", "numSentence":"2"}],

"DESCRIPTOR":"by"}, "DESCRIPTOR": "by", "POS": "IN"}

54 {"21":{"tokens":[{"id":"24", "word":"their", "lemma":"they",

"POS":"PRP$", "NER":"O", "position":"5", "numSentence":"2"}],

"DESCRIPTOR":"they"}, "DESCRIPTOR": "they", "POS": "PRP$"}

55 {"22":{"tokens":[{"id":"25", "word":"son", "lemma":"son",

"POS":"NN", "NER":"O", "position":"6", "numSentence":"2"}],

"DESCRIPTOR":"son"}, "DESCRIPTOR": "son", "POS": "N"}

56 {"24":{"tokens":[{"id":"28", "word":"and", "lemma":"and",

"POS":"CC", "NER":"O", "position":"9", "numSentence":"2"}],

"DESCRIPTOR":"and"}, "DESCRIPTOR": "and", "POS": "CC"}

57 {"26":{"tokens":[{"id":"31", "word":", ", "lemma":", ", "POS":",

", "NER":"O", "position":"12", "numSentence":"2"}],

"DESCRIPTOR":", "}, "DESCRIPTOR": ", ", "POS": ", "}

58 {"27":{"tokens":[{"id":"32", "word":"a", "lemma":"a", "POS":"DT",

"NER":"O", "position":"13", "numSentence":"2"}],

"DESCRIPTOR":"a"}, "DESCRIPTOR": "a", "POS": "DT"}

59 {"29":{"tokens":[{"id":"36", "word":"lawmaker",
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"lemma":"lawmaker", "POS":"NN", "NER":"O", "position":"17",

"numSentence":"2"}], "DESCRIPTOR":"lawmaker"}, "DESCRIPTOR":

"lawmaker", "POS": "N"}

60 {"30":{"tokens":[{"id":"37", "word":".", "lemma":".", "POS":".",

"NER":"O", "position":"18", "numSentence":"2"}],

"DESCRIPTOR":"."}, "DESCRIPTOR": ".", "POS": "."}

;Sentence:1

31 31 {"type":"coreference"}

41 40 {"type":"amod"}

41 39 {"type":"det"}

43 33 {"type":"arg1"}

33 45 {"type":"hasClass"}

31 33 {"type":"has_husband"}

43 34 {"type":"prep_in"}

43 31 {"type":"arg0"}

41 32 {"type":"amod"}

31 41 {"type":"hasClass"}

33 47 {"type":"prep_in"}

;Sentence:2

35 55 {"type":"hasClass"}

35 36 {"type":"conj_and"}

51 35 {"type":"arg0"}

37 35 {"type":"has_lawmaker"}

54 35 {"type":"has_son"}

59 58 {"type":"det"}

35 59 {"type":"hasClass"}

51 36 {"type":"arg0"}

51 31 {"type":"arg1"}

;DifferentSentences:

31 31 {"type":"coreference"}

43 51 {"type":"BEFORE"}
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