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Abstract

Background and Objective: There is a huge amount of rare diseases, many of which

have associated important disabilities. It is paramount to know in advance the evolution

of the disease in order to limit and prevent the appearance of disabilities and to prepare

the patient to manage the future difficulties. Rare disease associations are making an

effort to manually collect this information, but it is a long process. A lot of information

about the consequences of rare diseases is published in scientific papers, and our goal

is to automatically extract disabilities associated with diseases from them.

Methods: This work presents a new corpus of abstracts from scientific papers re-

lated to rare diseases, which has been manually annotated with disabilities. This corpus

allows to train machine and deep learning systems that can automatically process other

papers, thus extracting new information about the relations between rare diseases and

disabilities. The corpus is also annotated with negation and speculation when they

appear affecting disabilities. The corpus has been made publicly accessible.

Results: We have devised some experiments using deep learning techniques to

show the usefulness of the developed corpus. Specifically, we have designed a long

short-term memory based architecture for disabilities identification, as well as a con-
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volutional neural network for detecting their relationships to diseases. The systems

designed do not need any preprocessing of the data, but only low dimensional vectors

representing the words.

Conclusions: The developed corpus will allow to train systems to identify disabil-

ities in biomedical documents, which the current annotation systems are not able to

detect. The system could also be trained to detect relationships between them and dis-

eases, as well as negation and speculation, that can change the meaning of the language.

The deep learning models designed for identifying disabilities and their relationships

to diseases in new documents show that the corpus allows obtaining an F-measure of

around 81% for the disability recognition and 75% for relation extraction.
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1. Introduction

According to the European legislation, a disease or disorder is defined as rare when

it affects fewer than 5 in 2000 people. The number of rare diseases (RD) that are reg-

istered in official agencies is huge. Orphanet1, the international database and portal

on RDs and orphan drugs, has currently registered about 15,000 RDs. Many of these

diseases involve different disabilities. Therefore, it is extremely important to know in

advance the evolution of a disease in order to limit and prevent the appearance of dis-

abilities and to prepare the patient’s environment to manage the difficulties and needs

of his daily life. Orphanet, is actually, collecting information [5] to improve the knowl-

edge and visibility of disabilities associated with diseases, and to provide tools to help

the affected people. In particular, they have indexed the functional consequences of

each RD with the Orphanet Functioning Thesaurus2, adapted from the “Activities and

participation” and “Environmental factors” domains of the International Classification

1http://www.orpha.net
2http://www.orpha.net/orphacom/cahiers/docs/GB/Orphanet_Functioning_

Thesaurus_EN.pdf
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of Functioning, Disability and Health-Children & Youth version (ICF-CY [30]). It is

done through a questionnaire sent to medical experts, disability specialists and patient

organizations. According to the cited work, 857 RDs are already indexed and 540 more

are in progress, with the contribution of hundreds of people and organizations from 43

countries. However, this manual process is highly time-consuming and expensive, and

therefore it is desirable to perform it as automatically as possible.

Because of this, we propose to automate the process by mining from scientific

papers the disabilities associated with diseases. Annotated corpora are required to de-

velop such automatic extraction information systems. These corpora allow to train the

systems and also to evaluate them. We have collected a corpus, RDD (Rare Disease-

Disabilities), composed of scientific abstracts of articles related to some RD. The anno-

tation includes disabilities, negation, speculation and also relationships between RDs

and disabilities. We have used the Orphanet Functioning Thesaurus as the base of our

annotation criteria, considering as disabilities the lack, delay or loss of motor skills,

abilities for understanding, communicating with other, interpersonal relations, daily

activities, social life, as well as limitation or delay in growth. Two kinds of disability

expressions have been annotated in the corpus. On the one hand we have annotated

expressions including words associated with disabilities. Examples are “progressive

deafness”, “congenital blindness”, “cortical blindness” and “spinocerebellar ataxia”.

On the other hand, we have also annotated disabilities describing problems in individ-

ual functioning. Some examples are “hearing loss”, “peripheral visual field loss”, and

“profound mental retardation”. The list of disabilities resulting from the annotation

process have been reviewed by two doctors.

We have used the developed corpus to evaluate two models for extracting both

named entities and relationships respectively. These models use deep neural networks

for learning. Deep learning (DL) with neural networks (NN) has become one of the

most active areas of research in Natural Language Processing (NLP) [4]. It has been

applied to many NLP tasks such as text classification, machine translation, etc. The

great advantage of deep learning is that it requires much less feature engineering than

traditional machine learning methods. DL networks use low dimensional vectors or

embeddings [18] to represent the input information required to perform the task consid-
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ered. Among the successful applications of DL to NLP are relationships classification

and named entity recognition (NER).

Named entity recognition (NER) is paramount for extracting information from

biomedical documents. This task, also known as concept identification, amounts to

identifying terms of interest and mapping them to a set of pre-defined semantic cate-

gories. In our case these categories are diseases and disabilities. Most NER methods

are supervised and their performance have improved a lot as more annotated corpora

have become available [41]. Between the learning methods applied to NER, deep learn-

ing with neural networks [19] is leading to reach new levels of results [11, 23].

The classification of relationships between entities in documents is another key

process in information extraction. It has been applied to different problems in the

biomedical domain such as interactions between drugs and genes [33], between drugs

and adverse affects [23], protein-protein interaction [1], etc. It has often been treated as

a process that takes the identification of entities for granted. It has been applied to many

different sets of entities, traditionally with machine learning methods for automatic

classification. Deep learning techniques have also led to an explosion of work devoted

to this problem [25, 43, 23].

Two main kinds of deep NNs (DNNs) have been considered for the tasks addressed

in this work: recurrent neural networks (RNNs) [9] and convolutional neural networks

(CNNs) [20]. RNNs are sequential architectures able to process arbitrary sequences of

inputs, i.e. they have been designed to recognize patterns in sequences of data, such

as text, handwriting, the spoken word, etc. Long short-term memory (LSTM) [13] is

a particular case of RNN. These DNNs have the capability of “remembering” values

over arbitrary time intervals, and therefore they are appropriate to process and predict

time series given sequences of labels of unknown size. Their sequential nature have led

to apply them to sequence modeling NLP problems which require to take the context

into account.

CNNs, the other kind of DNN used in many NLP tasks [4], such as chunking, part-

of-speech (POS) tagging or semantic role labeling, presents a hierarchical architecture.

While traditional NN connect each input neuron to each output neuron, CNNs use

convolutions over the input to compute the output. This way, CNNs establish local
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connections linking regions of the input to an output neuron. They have often been

applied to classification tasks, such as sentiment classification.

In this work we propose deep learning based methods to deal with the new prob-

lems of recognizing disabilities and their relationships to diseases. We have used a

bi-directional (Bi) LSTM for disability and disease recognition, whereas we have de-

signed a CNN for extracting relationships between disabilities and diseases. We have

used Keras [3] for the implementation of both deep learning models. It is a high-level

neural networks API, written in Python. Results show a high performance of both

tasks, that is similar to the one achieved in other similar biomedical tasks, although the

detection of disabilities presents more complex aspects due to the great freedom with

which these concepts can be mentioned. Specifically, we achieve an F-measure greater

than 81% for the disability recognition problem, and greater than 75% for the relation

extraction problem using a CNN.

2. Related Work

Several annotated corpora have been developed in different biomedical domains.

Most of them are focused on gene and protein annotations [15, 37]. Other corpora have

been annotated for drugs and diseases. The BioText corpus [35] provides annotations

for several relationships between disorders and treatments. It is composed of 100 titles

and 40 abstracts from Medline 2001. The treatments include both, drugs and medical

treatments. The annotations have been performed at the sentence level, including both,

positive and negative relationships. The EU-ADR corpus [39] is composed of 300

Medline abstracts and annotated with drugs, diseases, targets, and their relationships.

The corpus was pre-annotated automatically and missed or incorrect annotations were

manually corrected by three annotators. The corpus provides drug-disease relations,

indicating whether a particular drug may produce an adverse effect. The ADE cor-

pus [10] is composed of 2972 Medline case reports manually annotated with relations

between drugs and conditions representing adverse reactions, by three annotators and

later harmonized. Oronoz et al. [32] have created the IxaMed-GS corpus composed

of real electronic health records written in Spanish and manually annotated by experts
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in pharmacology and pharmacovigilance. The DDI corpus [12] has been manually

annotated by two experts in pharmacovigilance with four entity types: drugs, brands,

groups of drugs and substances not approved for human use. Drug-Drug Interactions

have been also annotated.

Some works have considered the annotation of some grammatical phenomena that

can change the meaning of the language. Negation and speculation are paramount

aspects to understand the language [27, 36]. Dealing with negation requires to know

if a part of the text has the opposite meaning. Speculation refers to the degree of

certainty about the facts being stated. Operators expressing negation and speculation

have a scope [26], i.e. the words in the sentence that are affected by the negation or

speculation expression. These operators may interact to each other in complex ways,

as in the sentence “The drug may not have the expected effect”, and thus they represent

a challenge in processing text, in general, and in the biomedical domain in particular.

There are fewer works devoted to detect speculation. Some corpora have been

annotated with negation and speculation in other areas [16], but they are focused on

different problems, such as sentiment analysis [6]. This lack of resources in the con-

sidered domain, enhances the relevance of the RDD corpus.

Many works have appeared recently applying DNNs to extract different entities

from different corpus. Collobert et al. [4] proposed a feed-forward neural network to

classify word labels by using contexts within a window with fixed size. Later, more

complex kinds of DNNs have been applied to the problem. Chiu and Nichols [2] ap-

plied Bidirectional LSTMs and a CNN for NER, obtaining competitive results on the

CoNLL-2003 dataset. Ma and Hovy [24] proposed a DNN architecture combining

bidirectional LSTMs, CNNs and Conditional Random Fields (CRF) for sequence la-

beling problems. They evaluate the system on two datasets, Penn Treebank WSJ cor-

pus for POS tagging and CoNLL 2003 corpus for NER. For both datasets they obtained

state-of-the-art performance. DNNs have also been applied to NER in the biomedical

domain. For example, Zhao et al. [45] proposed a CNN for disease entity recognition,

providing competitive results for two evaluation corpus, NCBI Disease corpus, and

BioCreative V Chemical Disease Relation Task corpus.

For relation classification, both kinds of DNNs, CNN and LSTM, have been ap-
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plied. Miwa and Bansal [25] use bidirectional LSTMs to extract relations from the

ACE2005 and ACE2006 corpus. The authors found some improvement over a CNN

based model on nominal relation classification for the data from the SemEval-2010

Task 8. Zeng et al. [44] use a CNN to learn sentence level features, providing infor-

mation such as the positions of the related entities. There have also been several works

specifically focused on the extraction of relationships in the biomedical domain. Huang

et al. [14] tackled the problem of drug-drug interaction extraction using bidirectional

LSTMs. Li et al. [23] extract adverse drug events between drug and disease entities

from the ADE corpus, as well as resident relations between bacteria and location enti-

ties from the Bacterial Biomedical Task (BioNLP Shared Task Workshop 2016). They

propose a neural joint model for entity and relation extraction.

In this work we are dealing with the new problem in the biomedical domain of

extracting disabilities as well as their relationships to diseases. We have applied the

most successful kinds of DNNs to extract these new kinds of entities and relationships.

3. Dataset

In order to develop systems able to automatically annotate disabilities in biomedical

texts, we have compiled a corpus of scientific abstracts related to RDs. We have relied

on information provided by Orphanet, for both, obtaining information related to RDs,

and information concerning the functioning consequences that can be associated with

RDs.

3.1. Methodology

The manual annotation of the RDD corpus was developed along one year roughly.

The process followed the next steps:

• Compilation of the set of documents: To collect the corpus we have started from

the list of RD given by Orphanet. For each RD we have downloaded a maximum

of 100 abstracts (in order to include more variety of RDs in the corpus) and then

selected those including at least a disability expression. We have selected and

annotated a total number of 1000 abstracts. The total number of words in the
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corpus is 181157, i.e. each abstract comprises around 200 words. Before the

annotation process we have performed some text normalization. Specifically,

we have removed all the abstract additional data, such as date, authors and urls,

and divided the text into sentences. We have used the GENIASS software3 for

splitting the text.

Each file in the corpus is assigned a name of the form:

diseaseID–documentID–pubmedCod.txt

where diseaseID is the Orphanet number assigned to the RD in the Orphanet list

of RD4. We have to take into account that a document can mention more than

one RD. DocumentID is an internal identifier used to sort the documents with

the same diseaseID. Finally, pubmedCod is the PubMed code corresponding to

the scientific paper containing the abstract, and allows retrieving the original

document at any time.

• Definition of annotation criteria: According to the experts, disability is the um-

brella term for impairments, activity limitations and participation restrictions,

referring to the negative aspects of the interaction between an individual (with

a health condition) and that individuals contextual factors (environmental and

personal factors) [21, 31]. Therefore, we have considered that disabilities are or

tend to be permanent, and also that they are severe enough to disrupt the normal

development of daily life. The details of the annotation criteria are explained

below in the section 3.2.

• Manual annotation of the documents: We have used BRAT [38] as annotation

tool. It is an online collaborative tool freely available for annotation visualization

and editing. Three people (computer science scientists) have participated in the

annotation of the set of documents. Two different people have annotated each

3http://www.nactem.ac.uk/y-matsu/geniass/
4http://www.orpha.net/orphacom/cahiers/docs/GB/List_of_rare_diseases_

in_alphabetical_order.pdf.
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document independently. Then, the annotations were compared, correcting them

and the guidelines if needed.

• Verification of terminology associated with disabilities: After the annotation pro-

cess two doctors have checked the lists of the obtained disabilities. Using their

indications, we reviewed the annotations to produce the final corpus.

3.2. Annotation guidelines for Disabilities

We have annotated disabilities, as well as negation and speculation affecting them.

We describe the details of the annotation criteria in what follows:

achromatopsia dementia paraparesis

aphasia diplegia paraplegia

apraxia dysarthria paresis

ataxia dysautonomia quadriparesis

autism dyskinesia quadriplegia

autistic dystonia-dyskinesia tetraparesis

blindness hemiparesis tetraplegia

deafness hyperactivity

deaf-mutism paralysis

Table 1: List of specific disability terms obtained after the annotation process.

Disabilities. To annotate disabilities we have considered that they are described either

by a term directly related to a disability, or by a human function that is absent or

limited. In both cases we have considered that disabilities imply a permanent condition

and that they are severe enough to disrupt the normal development of daily life. After

the annotation, we have obtained the list of specific disability terms appearing in Table

1. Notice that we have included in the table only one word representing the disability,

and not all its possible derivative words. For example, we have included blindness in

the list, but not blind, even if it appears in the corpus annotations.

Concerning the second kind of disability expressions, we have relied on the Or-

phanet Thesaurus of Functioning, which in turn relies on the International Classifica-
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ability to recognise face gait processing speed

academic growth psychiatric

activities of daily living hearing psychological

attention intellectual receptive vocabulary

Table 2: Extract of the list of functions used to express a disability which have been identified during the

annotation process.

tion of Functioning, Disability and Health (ICF, WHO 2001) [29]. An extract of the

list of functions that we have found involved in some disability expressions appears in

Table 2. The complete list is available in the corpus documentation. A function usually

present in people which is absent or limited in a severe degree is considered a disability.

For annotating expressions that represent human functions whose limitation can

entail a disability we have considered variants of the functions included in the Orphanet

Functioning Thesaurus. For example we have found the expression ability to recognise

faces, which can be considered related to interacting with other people, included in the

Orphanet Thesaurus. There are two exceptions, development and growth, that are not

included in the Orphanet Thesaurus, but are included in the International Classification

of Functioning, Disability and Health-Children & Youth version (ICF-CY [30]), which

is the source of the Orphanet Functioning Thesaurus.

Table 3 shows an extract of the list of words that indicate the absence or limitation

of a common human function. The complete list is available in the corpus documen-

tation. A function appearing negated can also represent a disability. Because of this,

some negation terms are included in the list of impairment terms.

aberration delay limitation

abnormal detachment limited

absence deterioration loss

Table 3: Extract of the list of impairment words obtained after the annotation process.

The annotation of disabilities specifies the word indicating absence or limitation

and the function affected by this. Each disability is annotated with the XML tag <
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dis >. This element has an attribute which is an identifier to distinguish different

disabilities within the same sentence:

< dis id = [0− 9] + >< /dis >

The absent or limited functions that give rise to a disability are annotated with the

XML tag < fun >:

< fun >< /fun >

The impaired words of a disability are annotated with the XML tag < imp >:

< imp >< /imp >

The negation of a function can also be a disability. In this case we also use the

XML tag < imp > to mark the negation word affecting a function.

Now, we are going to show some examples of annotated sentences.

• We report a high incidence of <dis id=”0”>bilateral sensorineural deafness

</dis> in transplanted patients, which highlights the systemic nature of the dis-

ease.

In this case the annotated disability includes the modifier bilateral sensorineural.

• Inactivation of CBS results in CBS-deficient homocystinuria more commonly re-

ferred to as classical homocystinuria, which, if untreated, results in <dis id=”0”>

<fun>mental</fun> <imp>retardation</imp></dis>, thromboembolic com-

plications, and a range of connective tissue disorders.

In this case, the disability is expressed as an impairment (retardation) of a human

function (mental).

• Furthermore, we evaluated the similarities of SMS adult food-related behaviors

to those with <dis id=”0”><fun>intellectual</fun><imp>disability</imp>

</dis> and found that SMS adults had more a <dis id=”1”>severe

<fun>behavioral</fun> <imp>problems</imp></dis>.

This sentence contains two disabilities, both of them being impaired functions,

and having a different identifier.
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• He was <dis id=”0”><imp>unable</imp> to <fun>walk</fun></dis> and

had <dis id=”1”><imp>no</imp> expressive <fun>language</fun></dis>.

Here we can see two disabilities expressed as the negation of a function. We

have annotated negation as any other impairment term.

Acronyms and Abbreviations. During the annotation process, we have found several

disabilities that have been assigned an acronym. The list of acronyms and abbreviations

found during the annotation process is available in the corpus documentation. These

acronyms are annotated as disabilities, provided that the extended form has appeared

in the same abstract.

Negation. We only annotate negation when it affects a disability, i.e. negative words

affecting diseases, drugs, etc. are ignored. We have annotated negation specifying

both, the expression indicating negation, and the scope of the negation. The XML tag

for the negation expression is < neg > and for the scope is < scp >. The tag for the

scope has an identifier as attribute to identify the different disabilities negated within

the same sentence.

< scp id = [0− 9] + >< neg >< /neg >< /scp >

For the negation annotation we have followed similar criteria to those of BioScope

[40]. Disabilities phrases including a negative keyword are not necessarily annotated

for negation, for example because they may be in a speculative form. The scope of a

negated disability depends on the syntax. The scope usually covers the biggest affected

phrase. Generally, the scope of negative auxiliaries, adjectives and adverbs starts right

with the negation word and finishes at the end of the phrase, as in the next example:

A case of homocystinuria with lenticular subluxation was misdiag-

nosed as Marfan syndrome since the patient had <scp id=”0”><neg>no</neg>

apparent <dis id=”0”><fun>mental</fun><imp>impairment</imp></dis>

</scp> and had had a negative neonatal screen for homocystinuria.

The list of negation terms affecting disabilities that have been found during the

annotation process includes absence, absent, doesn’t, except, negative, no, no evidence,

none, not, rather than, with the exception of, and without.
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Speculation. We only annotate speculation when it affects a disability. Similarly to

the negation annotation, for speculation we have annotated the expression indicating

speculation and the corresponding scope. The XML tag for the speculative expression

is < spe > and for the scope is < ssc >. The tag for the scope has an identifier as

attribute to identify the different speculations within the same sentence.

< ssc id = [0− 9] + >< spe >< /spe >< /ssc >

We consider the minimal unit expressing doubt for marking the speculative words.

However, there are cases in which the doubt is expressed by several words together.

Then, all of them are annotated as the speculative expression.

The list of speculation terms affecting disabilities that have been found during the

annotation process includes and/or, apparent, appear, suggest, etc.

4. Registering Relations Between Disabilities and RDs

We have also extracted the relations between RDs and disabilities explicitly men-

tioned in the corpus. The scope of a relationship is restricted to the sentence level.

Relationships have been annotated between the disabilities annotated in the corpus and

RD included in the Orphanet list of RD. These relationships are annotated in a sepa-

rated file, following a similar format to the one adopted by the ADE corpus for drugs

and adverse effects [10]. The format is as follows:

Column-1: PubMed-ID

Column-2: Sentence

Column-3: Rare Disease

Column-4: Begin offset of RD at sentence level

Column-5: End offset of RD at sentence level

Column-6: Disability

Column-7: Begin offset of disability at sentence level

Column-8: End offset of RD at sentence level

Column-9: Indicative of speculation

Column-10: Orphanet ID of RD
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The first column corresponds to the PubMed code of the article the abstract belongs

to. The next field is the sentence. The third column contains the RD present in the

sentence, followed by the start and end positions of the ER in the sentence, in columns

4 and 5. Column 6 is devoted to the disability, followed by its start and end positions

within the sentence. Column 9 indicates if the relationship is in speculative form (1) or

not (0). Finally, column 10 indicated the Orphanet ID of the RD.

We have collected both positive and negative relationships, which are recorded in

different files. Let us consider an example of a positive relationship:

21838783 | Coffin-Lowry syndrome is a syndromic form of mental re-

tardation caused by mutations of the Rps6ka3 gene encoding ribosomal s6

kinase (RSK)2. | Coffin-Lowry syndrome | 1 | 22 | mental retardation | 46

| 64 | 0 | 192

This relation associates mental retardation with Coffin-Lowry syndrome. If there are

more than one relationship in the same sentence, all of them are included in the corpus

as different entries.

We have marked as speculative those relationships that express a possibility.

We have also collected a file of negative relationships. These relations include

sentences mentioning a RD and a disability, but without stating a relation between

them. Negative relations also include negated relations.

5. Statistics

We now provide some data related to the RDD corpus. It is composed of 1000

Medline abstracts of papers related to RDs, containing 9657 sentences. These abstracts

contain information about 578 different rare diseases. Some of them are mentioned

more than 50 times whereas other are mentioned only once, being 1.8, slightly less

than 2, the average number of mentions. The corpus contains 3678 annotations of dis-

abilities. From them, 2792 are expressed as the impairment of a human function, while

886 are stated using some disability term. In 186 cases, the disability corresponds to

an acronym. The corpus includes 90 negated disabilities, corresponding to 83 negation
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annotations, since a negation can include more than one disability. The corpus also

includes 194 annotations of speculation, that affect to 264 disabilities.

The physical function most often found impaired is hearing. Sight and motor skills

are often found impaired too. The second function most frequently found impaired

affects cognitive capacities. The third one is related to development. The most fre-

quently mentioned disability is ataxia, related to motor skills. Deafness appears in

second place, whereas dementia, related to problems in cognitive functions, is the third

one. Autism and blindness are also very frequent.

Concerning the relationships between RDs and disabilities, we have identified 1251

positive relationships and 706 negative. From them, 86 are speculative in the positive

set and 8 in the negative set. The files include relationships for 362 different RDs.

Table 4 shows the agreement results for the different annotations considered. We do

not include annotations that differ in one or two characters in the disagreement counts.

Disagreements include omissions as well as inexact matches, in which the spams of

the two annotations coincide in some word but not in all of them. The agreement in

the annotation of disabilities and negation is high. The speculative annotations seem to

be the more difficult ones, since words such as indicate are sometime used to express

speculation, but sometimes it seems that are used as an assertion. The scope of the

speculation is also difficult to establish in some cases. The disagreement in the annota-

tion of the relationships only correspond to the positive relations, and it is affected by

the disagreement in the annotation of the disabilities.

Annotation Agreement Disagreement %Agreement

Disabilities 3222 456 87%

Negation 78 5 93%

Speculation 134 60 67%

Relationships 971 280 77%

Table 4: Agreement data from the annotation process.
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6. Deep Neural Networks for extracting disabilities and their relationships to dis-

eases

The annotated RDD corpus will allow the development of automatic annotation

systems to identify disabilities and their relationship to diseases. In this section we have

designed DNN models for performing these tasks using the RDD corpus for training

and evaluation.

6.1. Deep learning model for disabilities and diseases recognition

As it is usual in the field of biomedical entity recognition [17, 23], the problem is

addressed as an identification of label sequences. We follow the standard IOB labeling

scheme [34]. We use two entity types which are Disabilities (I) and Diseases (U). For

each kind of entity the first word is denoted by B (B-Disability or B-Disease) and the

remaining words, if any with I (I-Disability or I-Disease). O indicates that the word

does not correspond to any of the kind of entity considered. For example, the words in

the next sentence will be assigned the labels appearing in brackets:

Many (O) neurodevelopmental (BI) disorders (II) exhibit (O) syndromic (BU) obesity

(IU) including (O) SMS (BU)

BI stands for Beginning-Disability, II for Inside-Disability, BU for Beginning-

Disease, IU for Inside-Disease and O for Others.

Figure 1 shows the architecture of the proposed model. The network is fed with

two features represented by embeddings: lower case words, and a capital letter feature.

A common practice [4] in NER tasks, that we also apply, is to reduce the number of

entries in the dictionary by transforming all the words to lower case. However, capital

letters can be an indicator of the position of RDs. The presence of these entities may

be relevant information for capturing the presence of disabilities. Therefore, in order

to keep some upper case information lost by the lower case transformation, we use the

CASE embedding representation. Specifically, we use a CASE feature to indicate if

a word is lowercase, is all uppercase, had first letter capital, or had at least one non-

initial capital letter. Thus our model has two entries, the word embedding representing

the words, and the CASE embedding representation. We create a matrix for the to-

kens, and for the casing of the words. We map each token to its index in the word
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Figure 1: Deep learning model for disabilities and diseases recognition.

embeddings matrix and apply the same technique for word casing information, map-

ping the case information of each word to the index in the embedding lookup. We used

pre-trained word embeddings [22] of size 300 to initialize our word embeddings. The

casing embedding matrix is a hot-one encoding matrix of size 8. A densely connected

hidden layer (Dense), with hyperbolic tangent (tanh) activation function, takes the con-

catenation of the embeddings as input. Then a bi-directional LSTM layer associates

them a hidden state that captures the information of the current step, and also that in

the previous steps. Finally, after another dense hidden layer, a softmax layer calculates

the probabilities of all entity labels, what allows us to select the more appropriate label

as output.

We have evaluated the model using the sentences extracted from the files of pos-

itive and negative relationships, because they contain annotations of both kinds on

entities, disabilities and diseases. Similar to prior work [23] relations with nested gold

annotations were removed (e.g., the RD “X-linked mental retardation” and the disabil-

ity“mental retardation”). We evaluated our model using 10-fold cross-validation. The

final results were displayed as macro-averaged scores. Some parameter values have

been set following previous works [23]. We set the dimension of the bidirectional

LSTM to 100. We have used AdaGrad as optimizer, setting the initial AdaGrad learn-

ing rate α and regularization parameter λ were set to 0.03 and 10−8, respectively. The

number of training iterations or epochs on each cross-validation fold has been set to

150. We have considered two different ways of evaluating. In the first one (evaluation
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1) the tags ’B-’ and I-’ are only considered correct if they are in the correct sequence.

The second one (evaluation 2) accounts for the matching of the different tags (excluding

O) separately. We provide both, global results for both kinds of entities, and separate

results for each kind of entity, RDs and disabilities.

Evaluation 1 Evaluation 2

Prec. Recall F1 Prec. Recall F1

SVM(RD+DI) 72.36 52.49 60.82 75.08 65.94 70.20

(3.14) (1.34) (1.79) (1.89) (2.30) (1.94)

SVM(RD) 62.07 52.83 57.03 71.78 65.76 68.62

(4.76) (4.57) (4.30) (4.88) (4.36) (4.53)

SVM(DI) 62.57 52.33 56.95 72.05 69.68 70.83

(2.74) (3.44) (2.85) (2.36) (2.80) (2.39)

LSTM-W(RD+DI) 71.17 64.71 67.75 76.91 73.74 75.27

(3.41) (3.15) (2.80) (3.13) (2.33) (2.44)

LSTM-W(RD) 58.39 58.85 58.58 64.95 66.70 65.80

(3.33) (4.72) (3.73) (3.15) (4.07) (3.47)

LSTM-W(DI) 72.03 69.61 70.78 78.86 79.43 79.13

(3.90) (3.19) (3.35) (3.51) (3.08) (3.08)

LSTM-W+C(RD+DI) 76.75 68.44 72.33 79.64 75.79 77.65

(2.42) (3.26) (2.63) (2.91) (2.90) (2.62)

LSTM-W+C(RD) 63.24 61.90 62.52 69.69 70.03 69.81

(2.81) (4.32) (3.23) (4.22) (3.70) (3.47)

LSTM-W+C(DI) 76.31 74.96 75.58 80.85 81.44 81.11

(3.90) (4.71) (3.86) (2.31) (3.46) (2.41)

Table 5: Results of Precision (prec.), Recall and F-measure (F1) obtained identifying entities in the RDD

corpus with a classic machine learning method, SVM (first frame), and with a LSTM neural network ar-

chitecture, using only word embeddings (-W) (second frame) and using word and case (-W+C) embeddings

(last frame). Standard deviation appears under each value. RD stands for rare disease, DI for disabilities and

RD+DI for aggregate data. Evaluation 1 checks complete sequences of tags corresponding to each entity.

Evaluation 2 checks the tags separately. Best results for detecting disabilities with both types of evaluation

appear in boldface.

Table 5 shows the results obtained with both, a classic classifier, SVM, and the

LSTM network. For the SVM classifier, inspired by other work [7], we have used
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as features the POS tag of the current word and a vector representation of the word

itself and the two following adjacent terms. We have used the SVM implementation

provided by Weka [42] and default parameters.

6.2. Deep learning model for relationship identification

Once the involved entities have been identified in the sentences, we want to check

in which cases there is an actual relation between them. Classic machine learning

methods have been frequently applied to the problem of relationship classification.

However, as in the case of entity recognition, they require a study of the most suitable

set of features to characterize the problem. Because of this, we have resorted again to

a DNN. In this case we have tested two different alternative networks. In addition to a

network including a LSTM layer, we have used a CNN. CNNs have been successfully

applied to different NLP tasks [4], and relationship classification [44, 28] in particu-

lar. Inspired by these proposals we have designed a CNN for extracting relations in

our corpus. As it is usual in the deep learning approaches, our model does not require

defining and extracting complex features from the text. Our model combines lexical

information provided by embedding vectors corresponding to the sentence words and

sentence level information provided by the position of the entities (disabilities and dis-

eases) withing the sentence. As it has been done in previous works [44, 8] we use

position embeddings to provide information about the entities positions. It is a relevant

information since the presence of a relation between two target entities is usually de-

termined from words which are close to the target entities. Figure 2 shows a scheme of

the model. The word tokens and the positions of the first word in each entity are trans-

formed into embeddings vectors. They are concatenated in a feature vector. Then, we

use two convolutional layers, each of them followed by a pooling layer, which reduces

the output dimensionality while keeping the most relevant information by performing

a sampling operation. Finally, a softmax layer (not appearing in the Figure for simplic-

ity) transforms the output into the probability of having found or not a relationship in

the sentence.

Table 6 compares the results of the classic classifier, SVM (first row), and those

obtained with the CNN proposed in this section, as well as an alternative network
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Figure 2: CNN for extracting relations between disabilities and diseases.

Prec. Recall F1

SVM 70.6(3.88) 70.9(8.13) 68.0(3.38)

CNN
Words 56.22(6.25) 56.38(6.14) 55.75(6.44)

Words+Pos. 75.76(6.27) 75.90(5.14) 75.57(5.73)

LSTM
Words 62.49(9.05) 62.46(13.02) 60.93(11.53)

Words+Pos. 70.02(5.70) 72.63(5.03) 70.22(5.25)

Table 6: Results of Precision (prec.), Recall and F-measure (F1) obtained classifying relationships in the

RDD corpus with a classic machine learning method, SVM, and with the two different neural networks

architectures proposed: CNN and LSTM, without and with using the information about the entity positions.

Standard deviation appears in brackets.
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using an LSTM similar to the one used for the previous problem. We have taken the

annotations of disabilities and diseases provided by relationship files in the corpus. In

this way, we do not propagate the possible errors of the entity detection phase. For

the SVM classifier we have selected a quite refined set of features. These features

include the named entities, POS tags of the terms, distance between the named entities,

lemmas of the entities and of the words in their contexts, presence of negation and

speculation, presence of other entities, entity length, overlapping between entities, and

presence of abbreviations. For the SVM classifier we have used the Weka software

and default parameters. We evaluated our model using 10-fold cross-validation in all

the experiments. Reported results correspond to the average of the 10 runs. For the

implementation of the convolutional layers we have used a linear rectifier as activation

function. For the LSTM version of the network, we have set the dimension of the

bidirectional LSTM to 100. In both networks we have used Adam (Adaptive Moment

Estimation) as optimizer. The number of training iterations or epochs on each cross-

validation fold has been set to 20 in both neural networks.

7. Discussion

Based on the results for disabilities and diseases recognition shown in Table 5,

we observe that the LSTM architecture improves the results of the SVM classifier.

Although, the SVM results could be improved by using a more sophisticated set of

features, we want to show the advantage of the deep learning proposals when we avoid

complex handcrafted feature engineering. Results also show that detecting RDs is a

bit harder than detecting disabilities. It may be perhaps because they have very varied

names, from a single word to a long expression, sometimes including proper names

and sometimes not.

We observe that the use of word embeddings for the task provides high perfor-

mance for both, precision and recall, reaching an F-measure of 79.13% for disability

recognition. It is slightly improved by including case information in the model, reach-

ing then an F-measure of 81.11%. Although we can not compare our results directly

to other systems, because we are using a new corpus, we can compare them with other
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related problems, such as the entity detection of drugs and adverse effects. Li et al.

[23] reach an F-measure 84.6 for the drug and adverse effect identification problem

using the ADE corpus [10]. Therefore, our results are similar to those for other related

problems.

Concerning relationship extraction, we can observe in Table 6 that including the

positions of the entities improves a lot the results. In this case, both kinds of networks

beat the results obtained with the classic SVM classifier, although it has been built on a

set of complex features that have required to be computed before the classifier’s train-

ing. We can see that, although LSTM network results are better when using only word

information, the CNN results are better than those of the LSTM network when using

words and position information. Thus the LSTM network does not perform signifi-

cantly better than the CNN while it is more computationally expensive to train.

The results obtained are competitive with relation extraction systems applied to

other problems in the biomedical domain. Li et al. [23] obtain a F-measure of 71.3 for

the relations in the ADE corpus between drugs and adverse effects. Zeng et al. [44]

obtained a F-measure of 82.7 for the SemEval-2010 Task 8 dataset, which does not

correspond to the biomedical domain. In this work the authors include in their model

information from external sources, such as Wordnet. Thus, we can see that our simple

model is able to obtain high values of F-measure for the new problem presented in this

work.

8. Conclusions and Future Work

We have developed a new annotated corpus designed to support the annotation of

disabilities, as well as the extraction of relations between diseases and disabilities. The

corpus aims to help to develop and validate automatic systems to perform these tasks.

It is particularly important in the area of rare diseases. There are several contributions

in this paper. We have presented a detailed procedure to create a gold standard for

the annotation of disabilities. We have annotated negation and speculation when they

appear affecting a disability. We have also developed a corpus of relationships between

rare diseases and disabilities appearing at sentence level.
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The annotated RDD corpus has been applied to train and evaluate a deep learning

system based on LSTM for disabilities identification, as well as an LSTM network and

a convolutional neural network designed for extracting relationships between disabil-

ities and diseases. Despite the simplicity of the proposed models, we have obtained

results similar to those obtained for other problems in the biomedical domain.

In the future we plan to develop more sophisticated deep learning models that in-

clude additional information such as the POS tags of the words, or stems. We also

intend to develop systems for annotating negation and speculation adapted to the case

of biomedical concepts, and disabilities in particular.

The corpus has been made publicly accessible (http://nlp.uned.es/˜lurdes/

RDDcorpus.zip) in order to facilitate the research in related areas, such as an-

notations of disabilities, discovering of relationships between biomedical concepts

and the identification of negated or speculated concepts. We have also published the

code for the entity detection model (https://github.com/gildofabregat/

RDD-Named-Entity-Recognition-2018/tree/master) and for the CNN

deep learning model for relationship extraction (https://github.com/gildofabregat/

RDD-Relation-Extraction-2018/tree/master).
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